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Abstract

Based on previously unnoticed contrasts between stanaandterfactuals and the
non-canonical counterfactual constructitihnot for ¢, " (hereafter NC, for “Not”
Counterfactuals), this paper (i) presents new evidenca €stinction between epistemic
and ontic readings of counterfactuals, (ii) develops a neveant of this distinction, and
(i) argues that doing so requires enriching our modelswéusal laws (see e.g., Schulz,
2007). First, we show that NCs systematically reject infees against the flow of causal-
ity, providing a point of contrast with standard countetfeds, and supporting the exis-
tence of a separate epistemic reading for counterfactuédsthen show that NCs reject
these inferences because, unlike standard counterfacthal presuppose the counter-
factuality of their antecedents. After enriching the modéh causal laws, we present
an analysis in which NCs presuppose a fact, which fixes thasts fying causally up-
stream. This accounts for the new observation that NCsmadieally reject non-causal
epistemic inferences, like backtracking, while otherwistining their paraphrasability
with standard counterfactuals.

If not for the courage of the fearless crew, the Minnow wowdddst.
- Gilligan’s Island

1 INTRODUCTION

The central obstacle to building a semantics for countaréds is to determine what it means to
make a counterfactual assumption. Once the contributidgheofntecedent is calculated, truth
hangs on the simpler question of whether the consequentddesh For example, consider
Ramsey’s (1950) famous intuition about the evaluation einterfactuals, which spawned a
series of approaches under the heading of Premise Sem@éissher, 1964; Veltman, 1976;
Kratzer, 1981b, a.0.). Stalnaker summarizes it nicely 8196 106):

*First above all | need to thank Donka Farkas for spending nhauys talking with me about these counterfac-
tuals in English and other languages. | also want to thank&®rAnand, Scott AnderBois, Ryan Bennett, Adrian
Brasoveanu, Daniel Biiring, lvano Caponigro, Sandy Chuiilyg,&lark, Cleo Condoravdi, Sam Cumming, Amy
Rose Deal, Olga Kagan, Ed Keenan, Sven Lauer, Chris Potte, Kgwlins, and Luis Vicente for helpful com-
ments on this work. | also need to thank audiences at UC Samta${yn/em)-Circle (2008), CUSP | at UCLA
(2009), and the N3C Workshop at Stanford (2009) for theipde® lively commentary about the data and analysis
presented here. Luis Vicente deserves credit for the Spdais, and Magda Sotz Mux helped with the Kagchikel
facts. That being said, all remaining mistakes are my own.



“first add the antecedent (hypothetically) to your stock elidfs; second make
whatever adjustments are required to maintain consist@vittyout modifying the
hypothetical belief in the antecedent); finally, considéretiner or not the conse-
quent is true.”

To see that all of the action is in the evaluation of the artteng just consider how trivial
the final clause is compared to the challenge of maintainingresistent set of beliefs in the
face of accommodating a proposition that is by hypothesimim-to-fact. In such a situation,
one must be willing to give up some of what is known to be theecasit not too much in
either quantity or quality. This is why Lewis (1973, p.73)fausly characterized the relevant
counterfactual worlds as those “where a small, localizedpmspicuous miracle” permits the
admission of the counterfactual antecedent. This papesfigates how these miracles are
made. Specifically, we consider two different species ohtedactual antecedents to see how
the properties unique to each constrain the revision pspegsl thus the inferences that can be
made with that type of counterfactual.

At first pass, it seems like Ramsey’s intuition and Lewistsiition about counterfactual re-
vision are opposite sides of the same coin; the first is calizh&rms of belief revision, while
the second characterizes the relevant antecedent worliff®ses where facts, not an agent’s
belief state, have changed. We might think that evaluatiegcbnsequent against minimally
different belief states supporting the antecedent andmailty different worlds supporting the
antecedent would yield equivalent results, but this is hetdase, as shown by Katsuno and
Mendelzon (1991) and Schulz (2007). They show that only énlditter case can the revision
induced by the antecedent lead to derived inconsistendbslaws the speaker takes to hold.
Thatis, the local revision of worlds can allow facts to connare for similarly than laws, while
global belief revision does not. While this is an interegtformal result, Schulz (2007) goes
one step further and argues that natural language maked tlse distinction. Specifically,
she argues that these two routes to counterfactual revisagonto two distinct readings for
counterfactualsgpistemicand ontic.® Though we depart from Schulz’s (2007) analysis, the
epistemic-ontic distinction lies at the core of this wonk.plarticular, we argue that ontic read-
ings are required when a counterfactual construction ppsses a fact that the antecedent
must remove. Epistemic readings can arise when no suctsfpcé$upposed.

Intuitively, epistemic readings concern what an agentamfier when in a different epis-
temic state based on the proposition given by the antece@erthe other hand, ontic readings,
which we will see correspond to the default interpretatiboocainterfactuals, are about the con-
sequences if the facts were different so as to come into peeh@ps miraculously) with the
antecedent. We can illustrate the difference with a claass&nple. Consider the context in
(1), provided by Lewis (1973). In such a context, evaluatimgantecedent leads to ambiguity
in whether the past must change. Example (1a) shows thabtheearfactual antecedent can
return worlds where the past is different, while example) (itesents a case where the past
must not have changed. since the surprise would be due ta¢hthat the fight happened.

Though the terminology is different, this is similar to th@stemic-metaphysical distinction Condoravdi (2002)
draws between two types of readings for necessity and pligsimodals. Kaufmann (2005) draws a similar
distinction between predictive and non-predictive regdiaf indicative conditionals.



(1) Jim and Jack had a big quarrel yesterday, and Jim is styl angry.

a. If Jim were to have asked Jack for help today, there wouke ba have been no
guarrel yesterday.

b. If Jim were to have asked Jack for help today, | would hawnlseirprised.

Backtracking counterfactuals like (1a) classify as epistebecause they present what one
could conclude given a new piece of information. The infeeeproceeds as follows in the
case of (1a): Given that one does not ask for help from thasedare angry at, one could infer
that Jack and Jim had had no recent fight upon learning thedsked Jack for help. Crucially,
it does not seem to mean that a consequence of Jim askingaldo#lp is that the past must
change so that there is no fight. That is to say, Jim asking féadkelp is a sign of whether
there had been a fight, which an agent could use to make aemaferbut it does not directly
cause or prevent fights. In contrast, example (1b) can be toseldaracterize the effects of
a miraculous change, which in this case lead me to be sudpriBge counterfactual revision
leaves the past unaffected, but leads to counterfactuadefsithat take into account the effects
of the changes made to accommodate the antecedent.

The problem presented by examples like (1) is how to accaumthk fact that the same
antecedent in the same context can generate two differemtedactual updates. Previous
authors have argued that counterfactual antecedents msakaf two different revision mech-
anisms (Schulz, 2007), or have access to different ordestngces/premise sets due to the
inherent vagueness of counterfactual revision (Kratz&r911981a,b, 1989). Using new data
from a counterfactual construction in English that has mbtygen treated in the literature, this
paper presents a different account of epistemic countedtcrooted in the old observation
that standard counterfactuals only implicate the couattwhlity of their antecedents (Ander-
son, 1957; Stalnaker, 1975). Specifically, we investigagecounterfactual construction in (2)
(henceforth NC for “not counterfactual”), compared to si@ml counterfactuals, exemplified
in (3).

(2) If not for Mary going to the store, we wouldn’t have salsa.
(3) If Mary hadn’t gone to the store, we wouldn’t have salsa.

While (2) and (3) appear to be good paraphrases of each disrsystematically differ from
standard counterfactuals. First, unlike standard cofauterals, which only implicate the coun-
terfactuality of their antecedents, NC antecedents arede@easibly counter-to-fact. Secondly,
NCs differ from standard counterfactuals in that they dosumtport certain non-causal infer-
ences, including those based on backtracking and comefativhich only make sense under
an epistemic reading.

Our analysis ties these two differences together. The aea is that counterfactual
antecedents make minimal revisions to worlds in models ithairporate causal relations
(Halpern and Pearl, 2005a,b; Pearl, 2000; Schulz, 2007.,2i.ﬁhe difference between stan-
dard counterfactuals and NCs is that only the latter pressg@ fact about the world their

2Incorporating causality is important because, as the pusviexample shows, the differences between ontic
and epistemic readings of counterfactuals come out mastlglafter taking into account the temporal and causal
relationships between antecedent and consequent. Thenrisathat when the counterfactual antecedent causally
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antecedents alter. We then provide an analysis where ttifixas those facts that lie upstream
with respect to the flow of causality. The result is that NGCeaatlents require a Lewis-style
revision that suppresses epistemic inferences, whilelatdrcounterfactuals are correctly pre-
dicted to allow both epistemic and ontic readings, with & i@ ontic readings proportional
to the strength of the counterfactuality implicature of émtecedent.

Moreover, we tie the semantic differences between NCs artlatd counterfactuals to
their clear morphological differences. NC antecedentsat@ontain a proposition implicated
to be counter-to-fact, but a presupposed eventive nomimathis way NC antecedents pre-
suppose a fact about the world that the antecedent can rédlgligatory negation in NCs is
interpreted as a model update function that removes fagipressing the correct class of non-
causal epistemic inferences. Crucially, when the infezeatdssue is ontic and the antecedent
is truly counter-to-fact, NCs will not differ from standacdunterfactuals, which accounts for
those cases where there is mutual paraphrasability, as3h (2

Beyond providing the first analysis of this non-canonicalirterfactual construction in
English, this work makes a number of contributions to ouramsthnding of counterfactuals.
First, the fact that NCs cannot be used to make epistemiceinées provides important ev-
idence that the epistemic uses of standard counterfactmala distinct reading, which has
been challenged (Rott, 1999; Veltman, 2005, a.0.). Thabigstablish that a morpheme or
construction has two readings, we need a second morphenomstruaction that has one, but
not the other. NCs provide just this point of contrast. A $&mpoint can be made for the
observation that standard counterfactuals implicatedbutot entail that their antecedents are
actually counter-to-fact. While not as controversial asakistence of epistemic readings, the
fact that NCs contrast strongly with standard counterfastin the tests for this implicature
strengthens our confidence in this old result. Finally, icoanting for the distribution of NCs,
we end up developing a new test for our intuitions about the dbcausality in counterfactual
contexts. We will see that if we can reason betwdeand B with an NC, but not in the op-
posite direction, themd must causally antecedg. We will show how we can use this test to
generate insights about classic counterfactual puzzles.

The analysis begins in 82 which details the morphosyntasiitt semantic properties of
NCs, especially where they diverge from standard courtterdéds. Section 83 presents the
formal system, which enriches our models with causal i@tati It also develops an analysis of
the contribution of NC antecedents within such causal nsdetl compares our approach to
other accounts of the epistemic-ontic distinction. Secfd concludes, considering areas for
future work, both in other constructions and other langsage

2 INTRODUCING ANEW COUNTERFACTUAL

The goal of this section is to present the core morphologiodl semantic properties of NCs.
The discussion is detailed because NCs have not yet beantiidy described in the literature.

antecedes the consequent, the ontic and epistemic anybigakes no difference in the inferences available. This
is not surprising because, as shown later, the effects ohagehare precisely what an agent will be able to infer
given the information that such a change happened.



Moreover, section 83 will provide an account of the semagéineralizations presented here
using only the morphological resources considered now.

2.1 The Core Morphosyntactic Generalizations

The counterfactual construction that is the empirical foofithis work consists of a nominal
embedded undef not for (4a-4b). As a consequence of accepting nominals, the catistn
also embeds clausal gerunds, and naturally occurring @aongamples are easily found (5a-
5b).

(4) a. If notfor the Beatles, we wouldn’t have CT scdns.

b. The heir of Arvedui, who would have become King of Artheddinot for the
destruction of his realm by the Witch-king . % ..

(5) a. If not for finding your web site out there in cyberspadeew | was searching on
how to eliminate my bad breath, | would not have had my badtbrpeoblem
resolved®

b. If not for this couple trying social nudism, ...they woulddve almost no one to
share their wedding day with.

Although NCs allow both individual denoting nominals alowgh more complex eventive
nominals, the analysis that follows will focus on NCs witlaw$al gerunds because doing
so makes it easier to draw comparisons to standard courtigafa which have clausal an-
tecedents. That being said, restricting the analysis to &@iisedding clausal gerunds is not
an unreasonable idealization. When using an individuabtieg nominal in an NC, one must
always construct some relation that individual is in, vie¢gdsomething approaching a clausal
gerund meaning.

(6) If not for Mary, | would have failed the exam.

Example (6) requires the listener to construct a relatiomfthe context, likeutoring me
changing my grade in the gradebqadtc” While there is much more to be said about how
to construct relations in context, which will not be donedjghe important point is that NCs

3http://thedecisiontree.com/blog/?p=265

“www.glyphweb.com/arda/c/chieftainofthedunedain.html

Shttp://www.breathcure.com/testimonials_b.html

Shttp://thenudelife.com/category/bride/

"While we should be able to access the existence relationiticipte, such readings are, in fact, difficult to
construct. We can see that this is true from the followingesgere, which does not easily generate the reading that
I have three siblings and if my brother did not exist, | wouldyochave two. Much stronger is the reading where my
brother did something to ensure the survival of one of myirggsl, including himself.

(1) If not for my brother, | would only have two siblings.



syntacticallyallow individual-denoting nominals in the antecedent, drrmanticallyrequire an
individual along with a relation, like that given by a clalgarund?®

The second morphosyntactic property unique to NCs is theosigonfor. Note thatfor
has a non-trivial contribution, distinguishing NCs fromnimhally different conditionals with
different interpretations, as in (7-8)

(7) a. If notthe Corvette, what would | buy?
b. #If not for the Corvette, what would | buy?

(8) a. If notfor Mary, how would we survive?
b. *If not Mary, how would we survive?

Notice that a nominal embedded undet, like (7a), can restrict the domain of the WH-word in
the consequent, in this case, to values other tharCorvette NCs have no such reading (7b).
Similarly, NCs, like other conditionals, can be used in dbadal questions (8a) (Hulstijn,
1997, Isaacs and Rawlins, 2008; Velissaratou, 2000), wiilesame antecedent withdat is
ungrammatical (8b). This can be attributed to the factkhaty is not in the domain of manner
guestions. We see thadr helps define NCs morphosyntactically, and the prepositidinbe
given a non-trivial semantics in §3.

Another morphosyntactic fact about NCs that needs to beidemsl is that they come in
two forms, one of which is lesslliptical than the type discussed so far.

(9) a. If not for Mary going to the store, we wouldn’t have sals
b. If it weren't for Mary going to the store, we wouldn’t havalsa.

There are no detectable semantic difference between (8gPhhwith regard to the properties
discussed in this work, so the following analysis will tréfa&m interchangeably. That being
said, the distinction does provide an important lesson. ié/bliee antecedents of conditionals
can stand alone as a sentence, as in (10), this is not the ¢hfd®@s, shown in (11).

(10) a. If Mary hadn’t gone to the store, we wouldn't have gals
b. Mary hadn’t gone to the store.

(11) a. If notfor Mary going to the store, we wouldn’t havessal
b. *Not for Mary going to the store.

8See, for instance, the large literature on nominal comptesnef predicates likbegin which have been argued
to require the accommodation of an event/relation (de Adime2004; McElree et al., 2001; Pickering et al., 2005;
Traxler et al., 2002, i.a.).

®Since no known ellipsis process can derive one from the pthertwo constructions will not be treated as
syntactically related. One possibility is that Englishristihe process of grammaticalizing (9b), eliminating the
the morphology that has no critical semantic contributioamelybe and expletiveit. English just happens to
be a stage where both forms are available. The end resuldviigub distinct conditional complementizer made
from the fusion ofif, negation, andor. This might be a common path of grammaticalization. Ippotihd Su
(to appear); Nevins (2002) report on Mandayaobushicounterfactuals which share properties with English NCs
and are formed with a special complementizer consistingfaéi@n of negation, subjunctive, and the conditional
complementizer. Nevins (2002) reports similar facts faydlag.



(12) a. Ifitweren’t for Mary going to the store, we wouldnave salsa.
b. *It wasn't for Mary going to the store.

The same facts hold for the less elliptical version in (12)erthough the material embedded
under the conditional complementizer in (12a) has all oftthppings of a sentence radical,
the antecedent cannot stand alone as such. It appearsehaighla is only present in (12)
to support negation, which forces expletiteo appear because finite English verbs require
subjects. The ungrammaticality of (12b) is due to the faat there is no such root clause
expletive construction. This is clear when we consider thegnaticality of the surface similar
sentence in (13-14) with referentihland a benefactive preposition.

(13) Itwasn't for Mary to cook with.
(14) Itwasn’t for Mary’s brother to buy.

Although similar to NCs, notice that (13-14) necessarilytain a gap coreferential with the
pronoun that does not appear in NC antecedents.

What this discussion shows is that NCs, in both their forms gaconditional construction.
There is a fixed piece of morphosyntax that can only occurératitecedent of a conditional
that allows a nominal to provide the semantic content ofah&tcedent. While the morphosyn-
tax is fixed, it is not opaque. We will see that each piece ofphology makes sense from the
general properties of NCs, and so they will be given a contiposil treatment. Moreover,
since it has been established that the morphology in thenebggNC is expletive, it will be
ignored, and the analysis will only work with the morpholadipat is present in the reduced
NC.

The final morphological fact to be considered is especiadjgiBcant because it is crosslin-
guistically stable. While the morphology of NCs varies asrtanguages, negation is always
present. Example (15), from Kaqgchikel (Mayan), shows thate are NCs with nhominal an-
tecedents but no preposition, while the example (16) fromn&h has a preposition like En-
glish (in this cas@orque‘because’), but allows full clausal complements in placeahinals
(which English and Kagchikel have). In all cases, thouglgatien is obligatorily present, as
is clear from the (b) examples.

(15) KAQCHIKEL
a. Wiman ta Maria, yi-b’ison ta.
If NEG IRR Maria, INFL-sadIRR
If not for Maria, | would be sad.
b. *Wita Maria, ...

(16) SPANISH

a. Sino fuera porque Mariaha ido a la tienda,no tendriamos
If NEG be.SBXbecauséaria hadgoneto thestore, NEGhave.COND.PST.1pl
salsa.
salsa

If not for Maria going to the store, we wouldn’t have salsa.
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b. *Sifuera porque Maria ha ido a la tienda, ...
The same is true for English NCs as in (17)

(17) a. If notfor Mary, | wouldn’t have passed the test.
b. *If for Mary, | would have passed the test.
c. Ifitweren't for Mary, | wouldn’t have passed the test.
d. *Ifit were for Mary, | wouldn't have passed the test.

These data show that negation is a critical part of NCs, boHEniglish, and crosslinguistically

(see Ippolito and Su (to appear) and Nevins (2002) for smadidda in Mandarin and Tagalog
respectively). This fact will have an explanation after sidering the semantic properties of
NCs in the following section. In particular, the eventivampals in NC antecedents will be

shown to be factive. Since the nominal denotes a fact of thebworld, negation is necessary
in order to reason counterfactually about the consequent.

2.2 The Core Semantic Generalizations

The previous section considered how the morphology of N@srdifrom that of standard
counterfactuals. This section presents the two core séngereralizations that receive an
account in 83. First, NCs, unlike standard counterfaciuadse antecedents that are non-
defeasibly counter-to-fact. The second is that while saesh@ounterfactuals are ambiguous
between ontic and epistemic readings, NCs systematicatk/épistemic readings.

2.2.1 Non-defeasibly counterfactual antecedents

Both NCs and standard counterfactuals generate inferg¢haethe antecedent and consequent
do not hold in the world of evaluatiom+, as shown in (18-19).

(18) If Mary hadn’t gone to the store, we wouldn’t have salsa.

a. Inference: Mary went to the storeurk.
b. Inference: We have salsauirx.

(19) If not for Mary going to the store, we wouldn't have salsa

a. Inference: Mary went to the storeuirx.
b. Inference: We have salsauifx.

It is well known that the inferences that accompany standawhterfactuals, like those in (18),
are only implicatures. The reason is that counterfactuatsbe used to argue for the proposi-
tion in the antecedent, as well as to conduct informative usddllens arguments (Anderson,
1957; Stalnaker, 1975). Both of these arguments fail for N&ist, note that while the truth
of the consequent can be used as evidence for the truth ohteeealent proposition in (20),
this is not possible with NCs, as in (21).



(20) If John were not sick with the measles, he would have dimeestemperature he does
now; therefore, | conclude he doesn’t have the measles.

(21) #lIf not for John being sick with the measles, he wouldehthe same temperature he
does now; therefore, | conclude he doesn’t have the measles.

The consequent in (20) cannot be counter-to-fact becasigith is taken as evidence that the
antecedent is also true in the actual world. Since neitheattiecedent nor the consequent of
(20) are counter-to-fact, it is not possible to tell whetther infelicity of (21) is due to the non-
defeasible counterfactuality of the antecedent or theemuent. The next example, though,
shows that it is the antecedent that is strongly counteréctModus tollens arguments with
counterfactual conditionals involve denying the consetjye’/hich amounts to asserting its
counterfactuality), in order to argue for the counterfality of the antecedent. With standard
counterfactuals, the denial of the consequent providesrgumeent for the proposition that
would make the counterfactual antecedent false in the lastidd. Since this proposition is
only implicated, it can then be asserted without being wnmftive as in (22). In contrast,
the same sentence with an NC, shown in (23), does not pass fargament. This would
make sense if the proposition making the antecedent cdaateal is already in the common
ground.

(22) If the butler hadn'’t carved the turkey, the knife woull/a been sharp. The knife was
dull; therefore, the butler carved the turkey.

(23) #If not for the butler having carved the turkey, the knifould have been sharp. The
knife was dull; therefore, the butler carved the turkey.

If it is true that NCs are only admissible if the antecedentdanterfactual with respect to a
proposition already in the common ground, then it shouldoegbossible to felicitously use an
NC when the requisite proposition is missing. Example (2#wss that this is the case. An
NC cannot be used in a modus tollens argument if the antetedstill under discussion.

(24) A:John went to the store.
B: No he didn't.

a. A: (Yes, he did, since:) If John hadn’t gone to the storewbald be home right
now (and he isn't).

b. A:#(Yes, he did, since:) If not for John having gone to ttoees he would be home
right now (and he isn't).

The response in (24b) is infelicitous because it ignoredabethat whether or not John went
to the store is under discussion. It cannot be in the commouangr because of speaker B's
denial.

To summarize, the generalization is that NCs are only li¢heir antecedents are presup-
posed to be counter-to-fact. This conclusion is supporiethé fact that NCs cannot be used
when arguing for the truth of the antecedent, that they gdaean informativity violation in
modus tollens arguments, and that they are not admissithie ifuth of the antecedent is under
discussion. In 83 we will give an analysis of NC antecedamtshich they presuppose a fact
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about the world that the antecedent can revise through inegdturthermore, we will show
that it is precisely this presupposition that blocks episteinferences with NCs, though first
we lay out the empirical facts about availability of varidypes of inferences with NCs.

2.2.2 Missing epistemic inferences

To see the difference between epistemic and ontic infeseitdeelps to think about counter-
factuals against the background of causal laws, where tiauwsaare functions from causes to
effects, but not vice versa. A counterfactual inference fibllows the flow of causality can be
seen as reporting one of two things: (i) how the world woultblthwith respect to the causal
laws if the facts concerning the antecedent were diffetamd, (ii) what one could infer given
different information about the antecedent and knowledgbencausal laws. We call the first
inference ontic and the second epistemic. Things are ngtexaiting in this situation, though,
because what we could infer based on the causal laws is theeasatracking the causal effects
of assuming the antecedent. The two readings only pull agaeh considering an inference
against the flow of causality. Here a counterfactual canelatitously report how the world
would unfold with respect to the causal laws if the facts esnimg the antecedent were dif-
ferent. The reason is that changing the antecedent factsoheféect on the consequent via the
causal laws because the causal laws only run from causestti.€ffhe result is that to make an
inference against the flow of causality requires an epistémfierence using the information in
the laws, but not causal consequence itself. Schematigalsn that onlyA causesB, if you
know thatB happened you can infer thdthappened, but that does not mean tBatausedA.

Since counterfactual inferences against the flow of caysddi not follow under an ontic
reading, it makes sense that many classic examples of mjiisteadings for counterfactuals
make use of contexts where the antecedent does not caustdtede the consequent. But if
counterfactual inferences against the flow of causality gal through under epistemic read-
ings, and epistemic readings are not clearly distinguighimbinferences that follow the flow
of causlity, there would be no reason to propose a separttereading. The that we need to
is that, in fact, when successful, such an inference froecefb cause stands out, presenting a
strong contrast with what seems to be the default case fartedactual inferences. Suppose,
for instance, that the children are full because they ateapilt seems fine to say (25), but (26)
is infelicitous.

(25) If they hadn't eaten pizza, they wouldn’t have been full

a. Ontic Paraphrase: If we changed the world so that theyatidat pizza, we could
conclude that they would not be full.
b. Epistemic Paraphrase: If we had learned that they did abbpieza, we could
conclude that they would not be full.
(26) ?7If they hadn't been full, they wouldn’t have eaterzpiz
a. Ontic Paraphrase: If we changed the world so that they natréull, we could
conclude that they would not have eaten pizza.

b. Epistemic Paraphrase: If we had learned that they wertiihotve could conclude
that they had not eaten pizza.
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We present (25-26) along with their epistemic and ontic plarases. Note that in the case
of (25), both the epistemic and the ontic seem acceptablat i§hone of the consequences
of changing the world so that we did not eat pizza is that it ibawnfold in a way leaving
them hungry. Similarly, if we had learned, counter to falegttthey did not eat pizza, then it
would be a valid conclusion that they would be hungry. In castt the ontic paraphrase of
the backtracking counterfactual in (26) sounds just as sd@®) itself. That is, changing the
world so that they are not full does not require the world ¢gjgaso that they did not eat pizza
recently, that is, it is a not a causal consequence of suchrageh In constrast, the paraphrase
of the epistemic reading seems sound, especially if we khatwthe only thing filling on the
menu were pizza. Crucially, (26) seems to completely lack sureading.

In light of facts like these, we find ourselves in the oppopibeition as before concerning
the existence of two readings for counterfactuals. If wencamlistinguish between the epis-
temic and ontic paraphrases of (25), and (26) does not haessdo the epistemic reading
that would make it felicitous, then we have no need for thatepiic reading. What we will
come to see, though, is that there are contexts where bekikigainferences like (26) are licit.
The result is that counterfactuals cannot only have epistesadings because sometimes in-
ferences like backtracking are unavailable, yet counttatds cannot only have ontic readings
because they are sometimes available. While this sugdedtthere are two readings for stan-
dard counterfactuals, what we will show is that NCs do naivalinferences against the flow
of causality, even in extraordinary contexts. In particulae two non-causal inferences to be
considered here involveacktrackingandcorrelations Since such inferences only make sense
under an epistemic reading, the conclusion is that NCs nagktthis reading and only have
ontic readings. We begin the discusion with backtracking.

As Arregui (2004) notes, backtracking requires a contegpstting either a clear causal
or analytic relation between the antecedent and consedfliditie reason is that backtracking
works when information about the consequences of such torelean be used to make an
epistemic inference about its cause. For example, if weaigawf the marriage ceremony
causally affecting an individual's bachelorhood statustlyh the analytic relation supplied by
the predicatdachelor the backtracking inference in (27) is licensed.

(27) If John weren’t a bachelor, he would have to have had alimgd

The inference in (27) proceeds as follows: Upon learningntarfactually that John is not a
bachelor, one can infer that he would have had a marriagenoene due to the definition of
bachelors as unmarried males.

Example (28) presents another case of backtracking, kaitithe it is supported by the
causal connection between rain and the functionality ot#rés wiring.

(28) Suppose that the car works perfectly except for aftetig which always causes the
wiring to short out. Suppose it didn’t rain and the car sthee usual.

101 addition, many authors have shown that backtracking aves when the consequent contains the modal
have to(Lewis, 1973; Arregui, 2004; Schulz, 2007). In fact, Sch(#907) argues that felicity witfhave te
consequents is a diagnostic for epistemic readings. Inrthlysis that follows, we will ushave teconsequents to
bias epistemic readings of the relevant examples. We vall #®ugh, that NCs reject epistemic readings of even
these biased counterfactuals.
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a. Ifthe car hadn't started, it would have to have rained.

The reason we want to treat inferences like (28) as epistantiat intervening to change the
car’'s state does not cause it to have rained, but learninghbacar does not work can allow
the inference that it had rained. This explains the conwébt(29), which does not license the
backtracking reading.

(29) #If I had made the the car not start, it would have to haired.

When the speaker causally intervenes on the state of thinedracktracking epistemic reading
disappears.

Since backtracking is only possible under epistemic regdad counterfactuals, the possi-
bility of backtracking can be used as a test for the avaitgtwf epistemic readings. The crucial
observation is that NCs pattern with examples like (29), motdstandard counterfactuals like
(27-28), with respect to backtracking. This is presente@r31).

(30) #lf not for John being a bachelor, he would have to hawkahaedding.
(31) #If not for the car starting, it would have to have rained

Examples (30-31) do not permit a backtracking reading. Tdasyonly be true in the implau-
sible situation where John's bachelorhood prevented hom fioeing obliged to marry and the
car’s starting had an effect on local weather patterns.

The backtracking test shows that NCs do not have an episteading, but are obligato-
rily ontic. A second type of epistemic inference forces tame conclusion. As discussed by
Schulz (2007), standard counterfactuals are systemgtarabiguous between ontic and epis-
temic inferences between two correlated variables. Catfogls occur when two effects are
anteceded by the same cause. When reasoning epistemieddlgdn two such variables, the
correlation is maintained; that is, learning somethinguatome variable provides information
about the other. This is not the case for ontic interpratatiecause intervening to change one
of the variables destroys the correlation. Schulz (2007138) presents dialogues like (32),
which show the ambiguity for standard counterfactdéls.

(32) Suppose an alarm sounds at the docks whenever theréngpanding storm. Further
suppose we took the bridge instead of the ferry because wd Heaalarm and there
was, in fact, a storm.

a. Thank goodness, if the alarm hadn’t gone off, we would haken the ferry and
we might have all drowned in the storm.

b. No no no, that alarm always works. If it hadn’t gone off,rthevould have to have
been no storm coming.

Dialogues like (32) are possible because standard coaatedls are ambiguous between ontic
and epistemic readings. Example (32a) presents the oatiltng, where the state of the alarm

13chulz (2007) uses a low barometer as the correlated variabhanged this because my speakers found the
contrast clearer with an alarm.
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is changed, independent of the storm and other correlatéables. The epistemic inference
in (32b) allows for the value of the storm to change becauseamsider, not how the world
would be different if the alarm had been forced to be diffgrent what we would know had
we not observed the alarm. In the latter case, we would knaivrit storm was coming.

The ambiguity of counterfactuals in the context of coriele provides another test for
epistemic readings. If a counterfactual allows both antepie and an ontic reading, it should
be able to appear in both sides of an argument like that in (BR)does not have an epistemic
reading, it should only be felicitous as the ontic argumais instantiate the latter possibility

as seen in (33).

(33) Suppose an alarm sounds at the docks whenever therénigpanding storm. Further
suppose we took the bridge instead of the ferry because wd Heaalarm and there

was, in fact, a storm.

a. Thank goodness, if not for the alarm going off, we wouldentaken the ferry and
we might have all drowned in the storm.

b. #No no no, that alarm always works. If not for the alarm goarfif, there would
have to have been no storm coming.

The reply in (33b) can only be true under the strange sitnatitbere the alarntausedthe
storm, that is, they are no longer merely correlated. Onaegage find that NCs and standard
counterfactuals are mutually paraphrasable under anmatiing (32a-33a), but that NCs have
no epistemic reading. When placed in a context where suchding is forced, they are either
false or aberrant depending on whether a causal relatioheaanstructed between antecedent
and consequent, allowing the possibility of an ontic regdin

We have focused on cases of backtracking and correlaticcesibe they clearly show the
importance of a relation, what we take to be a causal relatmdistinguishing epistemic and
ontic readings. That being said, NCs provide a general pimbepistemic readings. They are
precisely those that disappear when substituting a stdrmdamterfactual for an NC. Consider,
for instance, the following example from Hansson (1969).

(34) Suppose that one Sunday night you approach a small tbwhioh you know that it
has exactly two snackbars. Just before entering town you angean eating a ham-
burger. Suppose now that after entering the town, you s¢dtisan open. Would you
now accept the following conditional?

a. If snackbar A were closed, then snackbar B would have tgba.o

Those who deny the existence of epistemic readings, likét,(R899; Veltman, 2005, a.o.),

claim that examples like (34a) are infelicitous. NCs can twthe argument because they
present a stark constrast with standard counterfactuatki®oint, as we have already seen
with clearer cases of backtracking and correlations. Wiidey epistemic readings are hard
to get with standard counterfactuals, they are hopelessNiits. Consider example (35) in the

same context.

12This is similar to Veltman’s (2005juchessxample that we discuss in (107-108).
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(35) #If not for snackbar A being open, then snackbar B woalelo be open.

Clearly the availability of an epistemic reading for (35) m@emote than (34a). The NC
in (35) can only be used in a context where the state of snadklmausally antecedes that
of snackbar B, that is, snackbar B is closed because snagkimopen. Unlike (34a), it
simply cannot be used to describe what can be infered abeustttte of snackbar B given
information about the town, the man with the hamburger, dnadstate of snackbar A. The
fact that NCs present a clear contrast with standard cdantaals in contexts that require
epistemic readings is evidence that there is, in fact, andisepistemic reading. Since we
have two different morphological forms, defining at leaso whifferent readings, we have a
strong argument against both those who deny that countealachave epistemic readings, for
example Veltman (2005) or Rott (199%),as well as those authors who want to reduce all
counterfactual inferences to epistemic readings (Morr&882).

After accepting that NCs reject epistemic readings, thepbee a useful test, not only for
epistemic inferences, but also to to diagnose the flow ofatdysvithin a context. Specifically,
given a context wher®@ « @, we can use NCs to determine whether our internal models trea
P or () as causally dependent. The inference from the dependéableawill be infelicitous
with an NC. Consider, for instance, Kratzer's (1989) famexample about King Ludwig of
Bavaria (via Goodman (1947)).

(36) King Ludwig of Bavaria likes to spend his weekends atniddastle. Whenever the
Royal bavarian flag is up and the lights are on, the King isenGhstle. Atthe moment
the lights are on, the flag is down, and the King is away.

a. If the flag had been up, then the King would have been in thibeca
b. If the King had been in the castle, then the flag would haes logp.

Since the flag is up if and only if the King is in the castle, tkengard counterfactual can be
used felicitously for inferences in both directions. In trast, NCs are only felicitous with the
latter inference.

(37) #If not for the flag being down, the King would have beethia castle.
(38) If not for the King being away, the flag would have been up.

Example (37) can only be used if the flag is actually preventire King from coming to the
castle, in opposition to (38), which makes a good paraplob&6b). From the behavior of the
NCs we can conclude that in this context the state of the fladuaction of the King’s position.
This important to know because it tells us that (36a) is dist@abacktracking counterfactual
in the causal domain, which is not immediately clear becdlisee is not the usual inversed
temporal relationship between antecedent and consedustradcompanies common cases of
backtracking. A consequence of this observation is thataveimmediately explain why the
following counterfactual is false (Kratzer, 1989, ex. 23).

BThough he makes an exception for reductio arguments, wiiatidims work because the epistemic inference
is so far-fetched.
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(39) IfI had hoisted the flag, the king would have appearetiéncastle.

Kratzer (1989) argues that the antecedent of (39) demoteis-accidental generalization about
the position of the flag and the king to an accidental gergatidin that cannot be added as a
premise for reasoning about the consequent. The resulie M€ diagnostic suggest a differ-
ent explanation, namely it should be treated like othersa$éailed backtracking, as in (29).
Given that the flag’s position is causally dependent on thg'&ilocation, we know that rea-
soning from the flag’s position to the king's location re@sian epistemic inference. While an
agent may be able to deduce the king’s location after legnhiat the flag is in a hypothetically
new state, changing the flag’s state will not cause the kirmptim the castle because it is not a
causal antecedent of the king's location. In contrast, veglipt that intervening on the king’s
location should allow the flag’s position to change, whicérse to be the case.

(40) If I had brought the king back to Leoni castle, the flag lddue up.

While only a quick case study, this example shows how the ecapresults of our investi-
gation of NCs can be used to identify causal backtracking@ndrify the causal relations that
hold in a given context. While NCs do not reveal why particdausal relations hold and not
others, NCs could be used in future work to help determinditigeiistic resources that bias a
listener to assume a certain causal structure.

2.3 Summary

This section detailed the core morphological and semantipgsties of NCs that distinguish
them from standard counterfactuals. On the morphologidal, shey consist of a nominalized
proposition, the prepositiofor, and obligatory negation. On the semantic side, NCs have
non-defeasibly counterfactual antecedents and only pemtic readings. We also fit into the
wider theory of counterfactuals, both as an argument foettigtence of a distinct epistemic
reading and as a diagnostic tool. The next section 83 syindeethese two domains, providing
an analysis of the unique semantics of NCs using only the& owrphological differences.

3 THE SEMANTICS OFNCs

This section uses the nonstandard morphology of NCs to laugddmantics that captures the
generalizations presented in the previous section. Spaltyfiit argues that the eventive nom-
inal embedded in an NC antecedent denotes a set of situdtiahgxemplify a proposition
(Kratzer, 2002). Due to a presupposition contributed byptepositionfor, one of these sit-
uations is presupposed to be contained in the world of etralyawhich explains the non-
defeasible counterfactuality of NC antecedents. Fin#lig,obligatory and eponymous nega-
tion of NCs is treated as constituent negation that remdweddct denoted by the nominal.
We will account for the fact that NCs reject certain non-eduepistemic inferences after en-
riching our models with causal laws. Importantly, the asalys rooted in the independent fact
that NCs presuppose the counterfactuality of their aneusd which is only implicated by
standard counterfactuals.
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3.1 Worlds, Situations, and Causal Models

The analysis that follows assumes a general familiarityhyidbssible world semantics. In-
stead of treating possible worlds as indices for an intéagice, they will be interpretations
themselves. Situations are partial interpretations atidolaly a role, both in the semantics of
eventive nominals, as well as in defining causal models.

(41) Definition. (Worlds and Situations)
Let P be a finite set of atomic sentences.

i. A world w is a function fromP — {0, 1}.
ii. A situations is a partial function fron? — {0, 1}.

iii. Let W be the set of all worlds. Definkas the set of all partial functionsuch that
Jw € W wheres C w.

We work with the languagé€ that is the closure P under negation and conjunction, giving
the usual recursive truth definitions for complex formula.

(42) Definition. (Models and Propositions)

i. A modelM for L is a set of world$V . For any formulap of £, we write M, w F ¢
in casep is true with respect td/ andw.

ii. We write * for the set of worldsy € W such thatM,w £ ¢, and call this the
propositionthat ¢.

The discussion of the distinction between ontic and epigt@ounterfactuals in the pre-
vious section showed the importance of the causal structutbe context. Since NCs are
infelicitous in contexts where the causal structure rexguan epistemic interpretation against
the flow of causality, to successfully analyze NCs the monhlst contain causal laws.

While most theories of counterfactuals recognize the igmae of laws in their inter-
pretation, including the original similarity-based apgpeches (Stalnaker, 1968; Lewis, 1973;
Veltman, 1976), the causal flow of laws is not usually modeledontrast, we want to capture
the crucial difference betweeR (ff Q) and P iff Q andP cause®)). This is because under the
ontic reading, a counterfactual intervention that affectause will also affect its effects, but it
is not the case that a cause will be affected if a counterdhattervention changes something
about its effects.

A simple way to model the flow of causality is in terms of funcs that determine the
value of a variable based on its causal inputs. This is thednflal approach taken by Halpern
and Pearl (2005a,b) and Pearl (2000), who model causality systems of structural equa-
tions (see Goldberger (1972) for a formal and historicalnaesv). As long as these functions
have certain properties, for instance, non-circulartigytcan capture our intuitions about var-
ious types of causal dependence (Galles and Pearl, 3998punterfactual inference is one
such intuition, and their approach gives counterfactualiterpretation where assuming the

“Moreover, Galles and Pearl (1998) show that for the couamtéutl interpretation of causality, causal models
with a recursive axiomatization impose no restrictionsrdliese of Lewis’s possible-worlds similarity approach.
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antecedent means changing the causal laws to ensure litgngsibly breaking other laws).
A schematic example is presented in (43), which assumedensyd two variables, () such
thatP < (@ andP causally antecede3 (represented by the arrow).

Both P and(@ are true in (43). In Pearl’s system, in order to assume cdacteally thatQ
is false the causal relationship betwerand ) must be broken an@) must be stipulated as
false. This is shown in (44).

(44)

This is precisely what is needed for the interpretation osN@d ontic counterfactuals more
generally. For instance, taking this approach immediagelylains why backtracking is not
possible with NCs since enforcing the counterfactualitthefantecedent breaks its connection
with its causal antecedents.

While the structural equations approach would work, itexsffrom a few problems (see
Schulz (2007, p. 113-121)), not the least of which is the aapible assumption that interpret-
ing a counterfactual requires that the hearer alter theatatrsicture of the model. It would be
better to follow the intuition of Lewis (1973) that the law®anot removed on making a coun-
terfactual assumption, but only locally ignored. Schul2Q®2) does precisely this, showing
that we can mimic the effects of Pearl’s causal intervestioy locally manipulating interpre-
tation functions in a way that allows causal laws to be vadatHer approach is now presented,
which will form the basis for interpreting the antecedet®NGs, though in the end, we will
make the distinction between epistemic and ontic readimgsdifferent way than she does.

First, the models must be enriched wit@ausal StructureThis is a partition of the atomic
formula into sets of those that are causally dependent amshitp independent, along with a
set of functions that allows the values of the dependent sitorbe determined based solely on
the values of the independent atoms. These functions cdrohbgtit of as encoding the causal
relations.

(45) Definition. (Causal Structures and Models)Schulz, 2007, p. 141)
Given a finite set of atomic sentencEs a model is a set of world8/” along with a
causal structur€ = (B, E, F') where:
i. B C P areexogenousariables.
ii. £ =P — Bareendogenousariables.

iii. F'is a function mapping elemeni$ of E to tuples(Zy, fy), whereZy is an
n-tuple of P and fy is a partial truth functioryy : {0,1}" — {0,1}. F'isrooted
in B.

(46) Definition. (Rootedness)Schulz, 2007, p. 141-142)
Let P be a finite set of proposition letters afidthe language obtained when closing

17



P under negation and conjunction. L€t = (B, E, F) be a causal structure. We
introduce a binary relatiof®z on the set of atomic formul®. Rr(X,Y") holds if X
occurs inF(Y). Let RL be the transitive closure d2x. The Rr minima of a letter
Y € P, Ming,(Y), is defined as followsMing, (Y) = {X € P|RL(X,Y)&~Z €

P : RE(Z,X)}. We say thatt' is rootedin B if RL is acyclic andvy € P — B :
Ming,(Y) C B.

The structure of the causal relations is given by the finalsga(45iii). Every endogenous
atom is associated with a set of atoms that it causal depaendsda partial interpretation that
gives its value depending on the values of those atoms tbaugally depends on. Rootedness
ensures that when looking at the variables associated wigmdogenous variable by F, if they
are not exogenous, their F relations can be followed all thg back to exogenous variables
(see (Schulz, 2007, p. 142) for more discussion of the roatesiproperty). This is needed so
that the causal relations are not cyclic; knowing the vabfdbe exogenous atoms determines
the truth value of every endogenous atom (and thus evenatamic formula). This is because
of the additional constraint in (47b), namely that an endogs variablé” will have the same
truth value as the functiolfyy applied to its n-tuple of causal antecedents.

@7 a. oM =w(¢),ifpc B
b. pMv = f,(Z,),if p € P —B

The truth value of a formula from the set of background vaeialis simply its value at the
world of evaluation as seen in (47a). The new case is prasémi@7b). If ¢ is endogenous,
then its truth value is a function of the causal lafysapplied to the causal antecedentspof
Zs.

What the causal models just defined provide is a more fine gganotion of law against
which counterfactuals can be evaluated. One prominent waycbrporate laws into the in-
terpretation of counterfactuals uses premise semantesalRhat in premise semantics (Velt-
man, 1976; Kratzer, 1981a), the core idea is to define a fomtiat returns a set of premises at
every index. A counterfactual is true if minimal revisiontbhe premise set to accommodate the
antecedent results in a set of propositions that entailsdheequent. Veltman (2005) enriches
this system with two sets of premises, the laws and the fedatter of which is more easily
given up to accommodate the counterfactual antecederde 8ie laws are more easily given
up than the facts, Veltman (2005) predicts that infereneegiiring epistemic readings, like
backtracking, are necessarily false.

By contrasting NCs and standard counterfactuals, we haugedrfor a distinct reading
of counterfactuals in which the facts are given up to presdéaws, so we will have to part
from Veltman (2005) on this point. That being said, we follbis lead in distinguishing the
contribution of laws and facts by using the notion of Haesisof a world, which is the smallest
set of facts that along with the laws, derives all the othetsféhat characterize a world. The
main different between Veltman’s (2005) basis and oursaswe also encode the causal flow
of the laws.That is, given a world with only two fadksand(@, and the lawP — @, Veltman’s
approach would say thg = 1 is just as good a basis & = 0 because either allows one
to derive the rest of the facts. In providing the causal bakis world whereP — @ and P
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causeg), we want to allowP = 1 to be a basis, but n@@ = 0. The reason is that we want the
basis to be centered on those facts that are not causallndiepe Schulz (2007) defines such
a basis as follows:

(48) Definition. (Basis)(Schulz, 2007, p. 144)

i. The basig,, of a worldw € W is the union of all interpretation functiorise 1
that fulfill the following two conditions:

a.bCwCh
b. =30 : b Cw Cb' & V' C b, whereb is the closure ob under the causal laws.
ii. Let M be acausal model aricc I a partial interpretation gP. Thecausal closure

i of 7 is the minimali’ in I fulfilling the following conditions:

a. i C¢

b. ! =N{w e W[’ Cw}

c. forall P € E with Zp = P, ..., P, such that(P) is undefined the following
holds: if for allk € {1,...,n} : i'(P) is defined and'p(i'(Py), ...,7' (P,)) is
defined, then/(P) is defined and'p(i'(P), ..., 7' (P,)) = i'(P) (see (Schulz,
2007, p. 274) for the proof that the causal closure is unigue)

Definition (48i) says that the basis of a worldis the smallest partial interpretation function
that hasw as its closure under the causal laws. Causal closure is definé8ii) as the
interpretation that extends a partial interpretation fiomc: with the interpretation of those
variables that can be derived by the laws and the variabléseilomain ofi. A basis can
be thought of as encoding the facts that characterize a wtirld the smallest interpretation
function that, along with the causal laws, can derive alt¢hg to know about a world.

When interpreting a counterfactual, the consequent musebied only in those worlds
that (i) satisfy the antecedent, (ii) have minimally di#fat bases, and (iii) are minimally dif-
ferent in the laws that hold. Example (49) defines a notionimilarity that fulfills these
requirements?®

(49) Definition. (Similarity) (Schulz, 2007, p. 145)
i. Define< mappingw to the order: forwy, wy € Wi wy <4, wy iff
a. by1 Nby D by N by,
b. if by1 Nby = bywa N by, thenby,, — by C byo — by.

The order defined by, says that a world, is more similar taw thanws iff its basis overlaps
more withw or, in case they are equal in this respect, the part of itslthat does not overlap

5Schulz (2007, p. 145) defines a second order that is used korresimilarity only after generating a set of
similar worlds with respect to the order in (49). Specifigiathis second order ranks worlds with respect to the
derivable facts. We leave out this second round of simylamitiering because, for the examples considered here, it
only matters that basis similarity counts more than detésalmilarity, which is true whether we calculate derivable
similarity second or not at all. In the way, the analysis afitarity is more like that in Veltman (2005), which also
does not reckon similarity with respect to derivable facts.
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is smaller than that afi». The fact that it is smaller means that more of the causal éae/eft
intact since fewer stipulated facts are needed to charaettre world.

Since similarity is defined in terms of a world’s basis, argltihsis is dependent on the flow
of causal laws, locally changing upstream variables comnutee for the purposes of similarity
than those downstream. The truth table in (50) will helpsiitate an example. It represents a
situation with two variable®, @, whereP <= ( andP causally antecedeQ. The latter
two facts are represented by emch encode the basis of each world. For example,
the basis ot is P = 1, since@ = 1 can be derived® < (@ and the fact thaP’ causally
antecedes). In contrast, both the values ¢t and( are in the basis of world; since the
laws are violated in this world, so each fact has to be stipdlan the basis.

(50) P Q
@w1 m 1
ws o]
ws | [0]
w4 @ 0

Starting atw;, consider the most similar worlds whege = 0. There are two worlds where
Q@ = 0, namelyw, andw,. According to clause (49i-a), which reckons the similadgfypases,
the most similar world wher@ = 0 is w» due to the fact that its basis overlaps with thatvef
Now consider the closest worlds whePe= 0. Once again, there are two options, namely
andw,. Notice that in this case, though, the closest world wilkdog which alters the value
of Q. This is because; andw, are equal with respect to clause (49i-a), so the closestiworl
with respect taw; is the world where more of the causal laws are left intact($@kb). Thus,
whenq is altered,P is not altered, but whef is altered,() must change as well.

The crucial point is that variables that lie upstream wittpext to the flow of causality are
harder to alter because they count more for similarity. Ewyiply a notion of similarity like
(49) in the causal models presented here suppresses @pstamic inferences like backtrack-
ing or inferences between correlated variables. This sgpiis the usual case of counterfactual
reasoning, which Schulz (2007) argues always takes placleal surgery on a single world
within a similarity structure like those presented heree Sfgues that epistemic readings arise
via a completely different method of counterfactual rewisinvolving a separate definition of
basis and similarity reckoned globally over sets of worlda belief state. While we wait until
83.4 to compare approaches, we show now how to generaterefisteadings of counterfac-
tuals by using the same definition of similarity, but relating the notion of basis to what a
speaker takes to be the case. The result is that NCs will B@pitemic readings because,
unlike standard counterfactuals, they presuppose theedeat is counter-to-fact.

3.2 Epistemic Bases and Two Readings for Counterfactuals

The notion of basis developed in the previous section is ¢et@ly objective in that it does
not depend on what the speaker knd®.hat is, a world may or may not be compatible with

8\eltman’s (2005) non-causal basis is as well, for that matte
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what a speaker takes to be true, but its basis is not affegtéfielse considerations. In order to
capture the distinction between epistemic and ontic regdaf counterfactuals, we introduce
the notion of an epistemic, @peaker’s basisf a world. Just the basis of a world is the set of
facts, that along with the laws, derive everything ther@ikriow about a world, the speaker’s
basis is the set of facts, that along with the laws, deriveytirmg the speaker knows about a
world. We define it in two steps.

First, we distinguish sets,, C U C W, whereU is the set of all worlds compatible with
the causal laws and,; is the set of all worlds compatible with what the speakéakes to be
the case. The sét,, which we will call an epistemic state, is a subset/dbecause we assume
that the speaker knows all of the laws. This is an idealimathnit it is not crucial for the simple
examples considered here, and we could always ibexvarious interlocutors and provide a
method to update the known laws, as in Veltman (2005). Gikat(, is a set of assignments,
the speaker’s factén an epistemic stat€’, is the overlap of the worlds i, as defined in
(51).

(51) Definition. (Speaker’'s Facts)

i. Call the situations,, the speaker’s facts in an epistemic stateiff
a. s, CwforalweC,
b. thereis na’ O s, such thats’ C w for all w € C,.

If a speaker knows everything there is to know, thendheharacterizing her facts i@, is
simply the singlew in C,, namely the actual world. With the help of the speaker’'ssiaate
can define the promisexpeaker’s basias below. The strategy is to take the objective basis of
each world inC, and restrict it to the minimal interpretation whose causadure makes the
same sentences true as the speaker’s fagcts,

(52) Definition. (Speaker’'s Basis)
Let M be a causal mode(;,, the epistemic state of a speakerands, the speaker’s
facts inC,,. For eachw in C,, thespeaker’s basig], of w is the minimal interpretation
1 € I meeting the following conditions:

i. i C by
ii. Forevery atomic sentence € P, i(P) = s, (P) if s,(P) is defined.

We can think of the speaker’s basis as giving the initial dons for each world inC,, that,
along with the causal laws, generate the speaker’s factss iFlillustrated in the following
examples. Suppose that we have three variatbte§), andR, where(—-P <— @) < R,
and P and @ causally anteced®. This corresponds to the classic lightswitch example by
Lifschitz (1987), where some ligiR is on just in case two independent switchfeand( are

in the different positions. Example (53) present the objedbasis of each possible world in
this situation.
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(53) P Q R
wligl
wgiil
wgiio
quEO
ws | (1] [1]
we | [2] [0] [

o) [1] [0]
o] o]

Suppose that a speakerknows that the switchP is on, but nothing else. The speaker’s
epistemic state is greyed out in (54) and the speaker’s msepresented by underlining
which we now show how to derive.

(54)

wg

wy
wo
w3
wy
ws
we
wy

[o]o]rlr]ofin]ofis]| ™
BREREERERELS
H@@HO O F Pl

wg

The speaker’s facts, in (54) is the assignmedt(P, 1)} since this is what is constant across
the epistemic state. To get the speaker’s basis for eacldwoll’,, we take the smallest
assignment contained in its basis that along with the cdasal agrees withk, everywhere it
is defined. Since,, is defined only forP and it has no causal antecedents, the speaker’s basis
for w; andws is nothing more than the single basis fa¢P, 1) }. In this case, the speaker’s
basis is smaller than the objective basis because the sp@d® not know much, and what is
known neither decides nor is decided by much.

Now consider a case where a speakémows that the light is on, but does not know the
position of the switches. The speaker’s epistemic stateeigegl out in (55).

(55)

BIREREERISEIS

g
N
EIEIRREREIE
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The speaker’s facts, in (55) is clearly the assignmefitR, 1) }. To get the speaker’s basis for
each world inC,, we take the smallest assignment contained in its basisatbagy with the
causal laws, agrees wiily everywhere it is defined. Sincg is defined only forR, and its
causal antecedents aPeand@, the speaker’s basis far; andws is the same as the objective
basis, that i (P, 1), (Q,0)} and{(P,0), (Q, 1)} respectively.

With an understanding of how the epistemic, or speaker'stmsa world can differ from
its objective basis, we now show how the epistemic-onticigmty arises with standard coun-
terfactuals. The result is contrasted with the analysis @6 83.3, where we explain why
epistemic readings cannot arise. The core idea is that N&sppose that their antecedents
are counter-to-fact, necessitating a larger speaker hgaiast which similarity is calculated.

We start with a simple context like 3.2, which we have seenrgef\We have two variables
P and@, where the first causally antecedes the secondrang=- (). Thatis, the model will
associate the variab{@ with the functionf that gives the value ap as a function ofP.

(56) P causally anteceded
1—-0

fa: {7

The space of possible valuesfoand( is given in (57) along with the objective basis of each
world.

(57) P Q
w1 1 1
w2 @ 0

o]

ws
wy | [0] [1]

We interpret avould-counterfactuallf it has been the case that Rwould have been the case
that Q, with the revision operator in (58).

(58) Ifit had been the case thak, it would have been the case th@t’=1 iff
Rev(C,, P) E Q where:
i. Rev(Co, P) =U,ec, Min(<w, PM)
i. Min(<y, PM) = {w' :w' € PM & -3 (w" € PM & w" <, w')}

That is, we take each world in the speaker’s epistemic staie and calculate closest worlds
relative to<,, where the antecedent is true. The counterfactual is trugeiftbnsequent is
entailed by the union of these worlds. This is just the steshgaemise semantics story. The
difference is that in revising the premise set to accomatltet@ntecedent, as we have seen, the
similarity measure requires preferential faithfulnesthebasis facts, whatever those may be.
There is one more aspect to the evaluation of counterfacthat needs to be discussed
before considering a few examples. We saw in 82.2 that stdrmdaunterfactuals implicate the
counterfactuality of their antecedents, but we did notuischow that implicature arises. To
accomplish this, we follow the analysis of latridou (2008he argues that just like past tense
asserts that the topic time excludes the utterance timefalteepast tense in counterfactual
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antecedents asserts that the topic worlds (those thalyshigsantecedent), exclude the worlds
of the speaket! Since the speaker is not willing to assert that the actualdisramong the
topic worlds satisfying the antecedent, the implicaturthad it does not satisfy the antecedent,
yet the speaker never asserts this. Translating her agcBantC,,, P) corresponds to the
topic worlds, that is, worlds that satisfy the antecedertiregi which we evalutate the conse-
quent. The se€’, are the speaker’s worlds, that is, those worlds compatilitle everything
the speaker takes to be the case. To say that the topic woudtisle the speaker’s worlds is
equivalent to (59), which we take all counterfactuals t@ess

(59) C, € Rev(Cy, P)

The condition in (59) holds both in cases where an antecéndes false throughou,, or
whereP is undecided, but implied to be false. These are the two ¢agdsch a counterfactual
can be used, as we saw in 8§2.2. Crucially, each of these twescadl yield a different
speaker’s basis. We can now see what happens when we ihtegpi@us counterfactuals
with respect to these different sets of basis facts.

First consider a counterfactual that follows the flow of @ity in a context whereP
causesy). When a speaker uttetkit had been the case that, it would have been the case
that Q, she implicates that she is in an epistemic state wieaad( are false. The speaker’s
epistemic state is grayed in (69). Notice that the objedia®is of worldws and the speaker’s
basis, indicated by underliningre the same. This is because the speaker has all of the facts
aboutws.

(60) P Q
w1 m 1
w2 E 0
ws |[1] [0]
wi | 0]

We must now interprefev(C,,, PM) to see if the resulting set of worlds entailzs The
derivation procedes as follows, where similarity reckométh respect to the speaker’s basis
of each world inC,, is given in (61).

(61) wo <yy W1 <wy Wa <ypy W3

(62) i. Rev(C,,PM)E Qiff
i Upec, Min(<uw, PM) & Q iff
ii. U{w:i} EQIiff
iv. vwF Q

The counterfactual is true because the closest world(aktthat (i) keep most of the basis
facts intact, and (ii) keep most of the laws intactyis where@ holds.

"Note that the expanded NCs, just like standard countedichavefakepast tense for those speaker’s without
subjunctivewere If it was*is not for John being tall, he would have been able to dunk.
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While the counterfactual is true in the epistemic state qastsidered, it is not the only
state in which the counterfactual could be uttered. Sineectiunterfactuality of” and@ is
only implicated,If it had been the case tha&, it would have been the case th@tcan also be
interpreted in an epistemic state like (63).

P Q
w1m1
wg@o
ws | [1] [0]
we | [0 [1]

Note here that the speaker’s basis is empty. This is becaigeenP nor () is settled in this
epistemic state. Since there are no basis facts, similaiitype decided by those worlds that
keep most of the causal laws intact. Similarity is calcuatéth respect to each world i@,
as in (64-65).

(63)

(64) Wi <w, w2 <y W3 <y Wy

(65) w2 <w2 Wl <U)2 w4 <w2 'LU3

To interpret the counterfactual, we use the similarity ag& in (64-65) to compute the clos-
est world(s) to each world i@, that satisfy the antecedent to see if their union entails the
consequent. In this case it does.

(66) i. Rev(C,,PM)E Qiff
i. Uypeo, Min(<w, PM) E Qiff
iii. U{{w1},{w1}} FQiff
iv. /wl FQ

What these examples show is that way the counterfactuatipli¢ature is resolved does not
matter when the inference follows the flow of casuality. Tisatve get the same result if the
antecedent is taken as false, as the speaker implies, @ ifdt settled, which the speaker does
not rule out by asserting onl§, ¢ Rev(Cj, P).

This is not the case when the inference from antecedent seqoent goes against the flow
of causality. If the antecedent is false, as implied, epigtanferences are necessarily false.
They can only be true in the latter case where the antecedtmpreted against a context in
which its truth is undecided. We show this now with a univateesame as before, repeated in
(67-68).

(67) P causally anteceded
1—-0

fcz(P):{O_>1
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(68)

S
w
[m]o]-] P
@OHO

we | [0] [1]

We want to interpret the backtracking counterfactufait, had been the case that Q, it would
have been the case that We begin with the case where the antecedent is false aseidnpli
The speaker’s epistemic state is in gray. The speaker’s,bsit is, the smallest set of facts
necessary to derive everything the speaker knows, is mamkesti, which is the same as the
objective basis.

(69) P

wlm

w2 E
ws
wi | (0]

Interpreting the counterfactuals means finding the clogedtls tow, where the antecedent is
true and then checking if the consequent is entailed. Therea worlds where the antecedent
is true, namelyv, andw;. According to the definition of similarity in (49)y, is closer because
it keeps more of the facts from the speaker’s basis. But thercdunterfactual must be false,
as is clear from (70-71).

@OHO

(70) wa <y Wa <wy W1 <ypy W3

(71) i. Rev(C,,QM)E Piff
i. Uypec, Min(<yw, QM) E Piff
jii. J{ws} EQiff
iv. Xwyk Q

In fact, if the truth of the antecedent is settled, backtirsginferences in a model that incorpo-
rates causal laws and with a definition of similarity thavieges basis facts, will necessarily
be false. The reason is that if the antecedent is settledatii® that casually antecede it will
be in the speaker’s epistemic basis. Since basis facts ederita give up than the laws, the
closest worlds that satisfy the antecedent will be worldenetihe consequent is false.

The situation is very different if the context where the @ealoes not assume a fact of
the matter concerning the antecedent. The epistemic stéf@) presents such a situation.

(72)

w1

w3

BECEk
EECE

Wyq
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Interpreting the counterfactu#lit had been the case that Q, it would have been the case that
P means finding, for each of the worlds in the speaker's epistaitate, the closest worlds
satisfying the antecedent. For the counterfactual to ke the consequent must be entail by
all of these worlds. Examples (73-74) show the most similarldé tow; andw- given the
speaker’s epistemic basis.

(73) W1 <w, w2 <y W3 =4y, Wy

(74)  wa <y W1 <apy W3 <qpy W3

Importantly, since the speaker has no facts concerfinthe speaker’s basis is empty. This
means thatv; is now closer tavs thanw, since both are equivalent in terms of basis overlap
with we, yetw; keeps more of the causal laws intact. Now the backtrackiferénce goes
through.

(75) i. Rev(C,,QM)E Piff
i. Uypeo, Min(<yw, QM) E Piff
ii. U{{wi},{wi}}E Piff
iv. wikFEP

The inference goes through because when the antecederttgsttied, there are fewer facts
in the speaker’s epistemic basis. When these facts are né&aviiful worlds win out, allowing
backtracking to procede.

To sum up, the four examples just considered cross two &cywhether the antecedent
is taken to be false or not, and (ii) whether the consequestupstream or downstream from
the antecedent with respect to the causal laws. In an irderérat flows downstream, whether
the antecedent is counterfactual as the antecedent impliest settled, which is not ruled
out by the implicature, does not affect the result. Only whegisoning against the flow of
causality does the truth of the antecedent come into plagelfintecedent is truly counter-to-
fact, an epistemic inference like backtracking is necdgdaise. In contrast, if the truth value
of the antecedent is not settled, which is compatible withahtecedent’s implicature, then
backtracking is possible.

A crucial factor in generating this asymmetry is the notidrepistemic basis, which is
like Schulz’'s (2007) basis, except that that it is generatiéer considering what the speaker
takes to be fact. We have seen that standard counterfaeigadsnbiguous as to whether there
antecedents are false in the actual world, or merely unddcikh this view, epistemic inference
like backtracking come about in the later case, where anaithelg antecedent fixes fewer basis
facts that are resistent to change. In the next section, wieasohis option is not available for
NCs. By presupposing the counterfactuality of their ardeots, their use fixes those facts that
causally antecede the antecedent. The result is that tlsegoent can not concern one of these
upstream facts, blocking epistemic inferences like backing.

3.3 The Evaluation of NCs

This section presents an analysis of the evaluation of N€cannts within the causal models
developed in the previous section. We show that the semeanitcibution of NC antecedents
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explains the restricted range of inferences available WNils. At each point of the analysis,
the semantic contribution of NC antecedents is closely thettheir unique morphology. The
eventive nominal in NC antecedents is analyzed as denotfagtdhat exemplifies a propo-
sition. In conjunction with obligatory presence of negatithis explains the non-defeasible
counterfactuality of NCs. Negation is interpreted as a tyfpgonstituent negation taking a fact
and a world and returning the most similar worlds without tlaat. Since this presupposed
fact fixes its causal antecedents in the speaker’'s basgteepc inferences are blocked.

The first piece of morphology to be considered in building masatics for NCs are the
eventive nominals found embedded in the antecedent. Therdong tradition that interprets
such nominals as denoting something that is smaller thaapopition, but with similar infor-
mational content (Chierchia, 1984; Portner, 1992, 8%This approach is especially attractive
in a Kratzerian Situation Semantics framework (Kratze82)9where eventive nominals can
denote in the space of situations, which are parts of woAdsmilar account is pursued here
in the formal system just developed where situations arégparterpretation functions?

Following an idea from Kratzer (2002), eventive hominaldNi@s will denote situations
thatexemplifya proposition. Such situations contain all and only thermfation relevant for
the truth of a proposition. In order to define exemplificatibemarly, a few other useful notions
must be defined, starting witbrces(Veltman, 2005).

(76) Definition. (Forces and Minimally Forces)
i. Say thats forces¢ iff Vw(s C w — w € ¢)
ii. Say thats minimally forcesy iff
a. sforceso
b. There is na’ C s such thats’ forcesg

Now we can define a situation that exemplifies a propositica sigiation that forces a propo-
sition containing no superfluous information. We filter dffistinformation as in (77).

(77) s exemplifiesp iff for all s' C s such that s’ does not foreg there is ars” such that
s’ C s" C s ands” minimally forcese.

The strongest arguments are based on differences in thenSerdistribution of eventive nominals ariblat
clauses, which plausibly denote propositions. For ingahat-clauses can be subjects, but unlike eventive nomi-
nals, they cannot have causal import (Asher, 1993, ch. 4).

(1) John singing upstairs gave me a headache.
(2) #That John was singing upstairs gave me a headache.

Similarly, that-clauses can be true or false, while eventive nominals carettker (Asher, 1993, ch. 4).

(3) That John is singing upstairs is true/false.
(4) John singing upstairs is #true/#false.

°This implementation, though mirroring the partiality of &uation Semantics approach, is different in that
our situations are not first order objects. That is, our sibna are not reified into model-stuff that can enter into
relations. None of the examples we consider hinge on thigt pibiough it is important to it make clear.

28



The crucial aspect of (77) is that $f contains superfluous information, then there will be a
subpart that does not forgeand which cannot be extended to an interpretation that naitym
forces¢. We can now define the Kratzerian minimalization operattrat takes a formula
and maps it to the situations that exemplify the proposition

(78) Definition. ({)
1o = {s|s exemplifiesp}

In what follows, the analysis assumes (though it is surelyexsamplification), that eventive
nominals uniformly denote sets situations that exemplify@position. Thus, the operatgr
can be thought of as the semantic counterpart to a nomitiahzaperator, and along these
lines, the nominalization of a propositignwill be translated aso.

Section 82 showed that NCs cannot be used in informative mtallens arguments or
in arguments for the antecedent. It was suggested that #ssdwe to a presupposition of
counterfactuality, but now that we have a semantics for thrainals in NC antecedents, the
locus of this presuppaosition can be found and its introducinodeled explicitly. Specifically,
we propose that the prepositifor imparts a factive presupposition to its nominal complement

The primary argument is that in other contexts wHerdakes an eventive nominal comple-
ment, the nominal must be interpreted factively as show@®). (For example, (79a) requires
that Mary has indeed spilt coffee all over the desk.

(79) a. |blame Mary for coffee spilling all over the desk.
b. They impeached the Mayor for his lying about the budget.
c. lam angry at Bill for the boat wrecking.

The fact that these inferences are presuppositions is nwdiby the examples in (80), which
show that the factive inference projects out of standardypgosition holes.

(80) a. Who do you blame for coffee spilling all over the desk?
b. They didn’'t impeach the Mayor for his lying about the bulge
c. lam not angry at Bill for the boat wrecking.

The proposal that NCs contain a factive presuppositionvesesupport from the fact that NCs
in other languages also employ factive morphology. Foaimst, Spanish NCs, as exemplified
in (16), contain the prepositioporque‘because’, which imposes a factive presupposition on
its clausal complement. Itis also interesting to note tiain the examples in (79), likporque
‘because’, has a causallreason flavor.

A final argument thator contributes a factive presupposition is that NPIs are ulsla
in NC antecedents (81). This is intially surprising giveatthegation is obligatorily present.

(81) a. *If not for John advising any students, he wouldnidngotten tenure.
b. *If not for John borrowing a red cent, | would still have myney.
c. *If not for John ever arriving, we wouldn’t have startee ttmeeting.

29



We account for these facts under the assumption that NPIsoaleensed in factive contexts
by negation outside the scope of factivity. For examffibe;adverbials block NPI licensing
from clausemate negation as in (82).

(82) a. *Ididn’t blame Mary for ever showing up.
b. *I am not angry at John for advising any students.
c. *They didn’t impeach the mayor for stealing a red cent.

Given thatfor contributes a factive presupposition, NPIs are prediabeloetunable to appear
in NCs as welf°

These considerations support an analysis wii@rés a presupposition trigger, taking a
predicate of situations and appending a factive presupposiin the framework developed
here, for a gerund with a factive presupposition to be adbiessa situation in its denotation
must be a speaker fact, that is, a part of every world in thaksgé&s epistemic state. Since
every situation in the denotation of the gerund exemplifipsoposition, this proposition will
be presupposed to be true.

An important consequence of this analysis is that it explaihy NCs are non-defeasibly
counter-to-fact, whereas standard counterfactuals onplicate their counterfactuality. The
factive presupposition on the gerund ensures that the pitoppothe gerund exemplifies is true
in the actual world, which is not cancellable. NCs becomentarfactual when negation is
appended, which negates the gerund’s meaning, but doedaust the presupposition. The
result is that the consequent is interpreted against wavlisre the gerund does not hold,
which must be counterfactual worlds since the gerund ckeniaes a fact of the actual world.

In fact, we can show a stronger result, namely that negaticm iecessary property of
these counterfactuals, which we saw was a crosslinguigtiseable property of these non-
standard counterfactual constructions. What would haffpga had an NC with no negation,
that is, a counterfactual with a presupposed antecedemwidimout a higher-scoping negation?
Recall that a counterfactuals requires the topic worldsctduele the speaker worlds, that is,
C, ¢ Rev(C,, P). Butif the antecedent were presupposed and there were herlggoping
negation, then the closest worlds @3 where P were true would just b&',. ThusC, C
Rev(C,, P) = Cy andC, ¢ Rev(C,, P) = C,, which is a contradiction. The result is that
a counterfactual that presupposes its antecedent coliket|Cs, must have a higher scoping
negation to remove the presupposed fact, generating atactteal worlds against which to
evaluate the consequent. We now present our proposal foregétion.

First, note that negation in English NCs cannot be the stanpl@positional operator de-
fined via complementation; there is no proposition for itpex@ate on and negation via comple-
mentation does not work well with partial worlds or partiaterpretations (see, for instance,
Kratzer (1989, p. 643-651)). Moreover, negation must miewva bridge from the denota-
tion of eventive nominals to possible worlds. The reasorh# bnly a set of worlds can

211 considering Mandarin NCs, Ippolito and Su (to appearjiariat the factive presupposition is contributed
by light negation (Schwarz and Bhatt, 2006). For the purpagehis paper, both approaches work equally well,
and so we will not try to distinguish them here. Their apptoaotentially better generalizes across languages
since all NCs contain negation, though we have an explamétiothis fact as well. Moreover, the fact that NCs
sometimes contain “reason” prepositions, which are oftative, is still telling and left unexplained in accounts
that put the presupposition in negation.
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entail the consequent, and since NC consequents are inglithable from the consequents of
standard counterfactuals, we should make the standarchptien that the truth of avould
counterfactual depends on whether the consequent isehtajlthe context after it is updated
with the antecedent. With these concerns in mind, NC negasionterpreted as the model
update function in (83) that takes a set of worlds and a fadtekemplifies a proposition and
returns the most similar worlds where that fact has beenvethdimilarity is calculated with
the help of the function\fin, which, as defined in (58ii), takes a set of worlds and geaerat
the minimal subset with repect to an ordering relafibn.

(83) Definition. (Removey)
a. Removey (Cyy19) = Upee, Min(<w, {w' | Vs(s €lo™ — s € w')})

The definition in (83a) says th&demoveg; is a function from an epistemic state and the facts
exemplifying ¢ to a set of worlds without these facts that are, due to the itlefinof <,
maximally similar to the worlds i,,.

Since NCs obligatorily contain negation and a nominalaratNC antecedents will neces-
sarily require update defined in (83). We give their intetgtion now. For simplicity, we will
not allow for arbitrarily embedded NCs.

(84) Definition. (Language with would-NCs)
Give a set of propositional lettef® and our languagée, which is the closure oP
under negation and conjunction, the langudgeis the union of£ with the set of
sentences of the forgy >~ ¢ for all ¢, € L.

We interpret the language of NCs in our causal models as diefing5s).

(85) Definition. (Interpretation of would-NCs)
Let M be a causal model and € W a possible world.

a. M,wFEl¢ = v iff Removey(w,l¢) E

Itis now possible to see how this correctly predicts theridsd class of readings that are avail-
able with NCs. All epistemic readings that require an infieeagainst the flow of causality
will be necessarily suppressed.

Recall that NCs reject backtracking inferences, like tha@6), repeated from (28). The
standard counterfactual allows an inference about the statiin at some previous time based
on the state of the car (86a). This reading is necessarig falth the NC (86b); it seems odd
because it can only be true under the strange reading whethstarting prevented it from
raining in the past.

(86) Suppose that the car works perfectly except for aftairg which always causes the
wiring to short out. Supposed it didn't rain and the car sthids usual.

ZINothing crucial hinges on rolling an evaluation of simitgrinto the defintion of negation, though it
makes for simplier formula later on. We could just have gakdd negation give the following proposition
{w’ | Vs(s €lo™ — s ¢ w’)} when applying to event nominals, which we could then feedh¢orévision oper-
ator we defined for standard counterfactuals, thaéds(C., {w’ | Vs(s €lo™ — s € w')}).
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a. If the car hadn'’t started, it would have to have rained.
b. #If not for the car starting, it would have to have rained.

The background situation in (86) is such that the faimnd whether the car staigsare causally
connected. This state of affairs can be represented as jn @& model will associate the
variableS with the functionfs that gives the value a¥ as a function of?.

87) R causally antecedes
1—-0

The truth table in (88) presents the universe that coverbtheally possible truth values at
andS. Recall that thindicates the basis of each world given the causal structme
instance, the basis af; is (R, 1) since we can derivésS, 0) from the causal laws. World4
where the causal laws are broken must concomitantly havgerlaasis. The paifS, 1) has
to be represented in the basis because it cannot be deromdtlie laws due to the fact that
this set of facts violates the laws.

(88)

wlu@

w2
w3
ws I

By using an NC in the scenario above, the speaker presuptiaedbe car started. Thus, the
speaker’s stat€’, includes justws because it has the fa¢f, 1) andC, must be a subset of
lawful worlds. Since rain causally acts on the state of theaad the car’s state is a speaker
fact, the speaker’s basis consists(&f 0), since we can derive everything the speaker knows
from this fact alone.

To interpret the counterfactual, one must consider maxynsahilar worlds where the car
did not start. There are two such worlds, hamely and w-. Notice thatws supports the
backtracking inference, while; does not. Under an epistemic reading, the evaluation of the
antecedent would pick out worlds as the most similar. Under the ontic reading, the conse-
quent would be interpreted in worlkd;. Crucially, the analysis of NC antecedents correctly
predicts thatv, is the closest. The reason is that retains more facts from the speaker’s basis,
per clause (49i-a) in the definition of similarity.

Specifically, interpreting the antecedditmove,s(C,,1.S) returns the set of worlds that
are closest tas with respect to< that do not contain situations exemplifyisg namely(S, 1).

The worlds where this holds are ranked as in (89).

(89) Similarity: w; <, wa
The derivation in (90) shows that the backtracking infeeecgnnot go through with NCs.

(90) If not for the car starting, it would have to have raitfedr = 1 iff
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. M,C, FlS = Riff

. Removey (Cy, 1S) E R iff

Uwec, Min(<w, {w' | Vs(s €lo™ — s £ w')}) F RIff
. U{w} E Piff

. Kuw FR

® Q0 o

The analysis not only predicts that backtracking infereisceecessarily unavailable, it also
predicts that the only true reading is the strange case wherear starting causally antecedes
it raining. Notice that switching the causal relationshgivibeenk and.S, as in (91), generates
the new bases in (92).

(91) S causally antecedeR

u(s):{ o2
(92) R S
wi | [0] 0]

w2 1 @
ws 0
w,
Using an NC still presupposes that the car started. Therdifte is that with this causal struc-
ture, the speaker’s basis is now the fact tfatl), because this fact permits all the speaker’s
facts to be derived. While only a minor change, it makes aldfiference for the interpre-

tation of the revision function contributed by NC antecederNow the minimally different
world without the fact,.S is ws.

(93) Similarity: wa <, w1

The reason is that botts; andw- are equally bad with respect to preserving the speaker’s
basis, butwy is more similar tharw; to the actual world because its basis is smaller, that is,
more of the causal laws are preserved (see (49i-b) for thmdocalculation). The inference
now goes through.

(94) If not for the car starting, it would have to have raiffett = 1 iff
a. M,Cy ELS >~ Riff
b. Removey (Cy,S) F Riff
¢ Unec, Min(<u, {w' | Vs(s €lo™ — s ¢ w')}) £ R iff
d. U{w} E Piff
e. \/w2 FR

The prediction is that NCs in backtracking context can be,tomly if the context is restructured
so that the antecedent causally antecedes the consedliraimiaeng the backtracking. The
NC will be felicitous in so much as such this causal structarglausible. The prediction is
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born out, and (94) is inflecitous because it can only be trieeifstate of the car's engine can
causally affect the weather against time’s arrow.

To sum up, the crucial fact is that standard counterfactalédss the backtracking reading,
while NCs do not. This is predicted if NCs presuppose a faat i then retracted within a
causal model. The reason is that the speaker’s basis wilssadly contain those facts that
causally antecede the fact the antecedent presupposes. lfisis facts take precedence when
computing similarity, counterfactual inferences aboenthwill always be false.

Having examined a case of backtracking, now consider atbliglore complex example
where the counterfactual concerns correlated variablesre@ations present a clear example
of the epistemic-ontic distinction because, as opposeadttittacking, it is easy to construct
natural arguments about how things would be different if ohtihe correlated variables were
different. The ontic counterfactual leaves the correlatatbble in the consequent unchanged.
This is given in (95a), where the storm still happens andydbarty drowns. Notice that both
NCs and standard counterfactuals can be used to make thisi@ng. This presents a sharp
contrast with the epistemic rebuttal in (95b); only the ded counterfactual is felicitous here.
The only reading the NC has is where the alarm actiallysedhere to be storm, which is not
the case.

(95) Suppose an alarm sounds at the docks whenever theréngpanding storm. Further
suppose we took the bridge instead of the ferry because wd Heaalarm and there
was, in fact, a storm.

a. i. Thank goodness, if the alarm hadn't gone off, we woulkkhaken the ferry
and we might have all drowned in the storm.
ii. Thank goodness, if not for the alarm going off, we woulddsaken the ferry
and we might have all drowned in the storm.
b. i. No no no, that alarm always works. If it hadn’t gone odffete would have to
have been no storm coming.
ii. #No no no, that alarm always works. If not for it going afiiere would have
to have been no storm coming.

In this scenario, the alarrd and the stormS are correlated, let's say through low pressure
LP, which causally antecedes both. Thus, bdtland S will be associated with a function,
determining their value as a function bf°, as in (96).

(96) LP causally antecedes and L P causally antecede$
1—=1
fs(LP) : { 00

1—>1

fA(LP):{ 00

Supposing that these are the only variables and laws, tleslaas as in (97). In uttering a NC
counterfactual about the state of the alarm, the speaksujppeses that the alarm, in fact, went
off. Since the speaker’s epistemic state must be lawifyimust contain the single world-,
where there was low pressure that caused both the alarm té goda storm. The minimal
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fact, that, along with the causal laws, derives everythivggpeakers knows is the single fact
(LP,1).

(97) LP A S
wy [ (2] 1 1
wy [[1] 1 [o]
ws i @ 1
wy | |0
ws | [1] [o] [o]
We 2 0
wr E 0
ws |[0] 0 0

Now consider which are closest worlds where the alarm didgoodff. Under an epistemic
reading, worldws is closest; learning that the alarm went off allows one tsoeably infer that
the pressure is also not low and so there is no storm. But alsothat such an interpretation
requires changing many facts about the world, includingeniacts from the basis. Under the
ontic reading, these facts are left alone andis closest. Now consider the prediction made
the analysis of NC antecedents.

Revisingwy, the only world inC,;, by removing the fact that the alarm went off4)) yields
a set of worlds ordered by similarity as in (98). Wotld is closest because it overlaps most
with the basis of a world in the speaker’s state, as clauseald@quires.

(98) Slmllarlty W3 <y W5 <gpy W <gpy W7

Sincews is the closest world, the NC is predicted to be necessarifefasince the storm
remains at that world.

(99) If not for the alarm going off, there would have to havem&o storm cominyf-C> =
1iff
a. Removey (Cy,A) E S iff
b. XwsF—S

To summarize, the analysis of NCs in (99) correctly predivtsdata as presented in (95). The
first inference (95a) goes through, since as shown, locatepdith an NC leaves the storm
untouched. The epistemic reading is unavailable in (95blh® same reason. Once again, the
only way to get the purported epistemic counterfactual terbbe is to change the causal laws
so that they link the antecedent and consequent. This is @Bty-if) only has a true reading
where the alarm is causally implicated in the appearancieecstorm.

There is now a complete account of the semantic facts thavabed a split between stan-
dard counterfactuals and NCs. We saw that NCs, unlike stdrmtaunterfactuals, cannot be
used to make inferences against the flow of causality. Féamee, NCs do not make good
backtracking counterfactuals, requiring an inferencenfedfect to cause, nor can they be used
to make inferences between correlated variables, whiahinesjchanging their shared cause.
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To account for this, we showed how NC antecedents, in opposib standard counterfactu-
als, presuppose a fact that fixes a subset of the basis in emtthivw C,. When calculating
the result of counterfactually supposing the antecederg,better to momentarily suspend a
particular law than change facts in the speaker’s epistbasts.

We now consider two more correct predictions that the arsigakes concerning causality
and the interpretation of NCs. The first involves concessivehich require the denial of a
necessary casual relationship between the antecedentoasdquient. The second involves
analytic inferences which make use of no causal relatipgsshiWhat is shown is that NCs
behave exactly as predicted given the analysis just pregent

Concessive counterfactuals explicitly deny that the atent is a necessary condition for
the consequent. For instance, example (100) requires dhat studying not be a necessary
condition for him passing, since he would have passed haotsundied.

(100) Even if John hadn’t studied, he would have passed #te te

At first pass, it seems like NCs require their antecedent®ta becessary condition for their
consequents because they sound odd in concessives out bfuth€101). This would be

stronger than what we saw previously, where NCs are ungraicath&n epistemic readings

where their antecedents do not causally antecede theiegoests.

(101) ?Even ifit weren't for John studying, he would haveseakthe test.

A consequence of the analysis of NCs is that the oddness bf ¢Hh be derived from a model
that incorporates causal laws, like the one just presentiedoes not have to be attributed
to a stronger condition. First, consider the fact that (1i81gonsistent with a few different
situations concerning the connection between the antatede consequent. The antecedent
could be sufficient for the consequent, but in a context whiegee are other sufficient causes
at play, or it could be causally unconnected to its consegu@oncessive NCs become much
better when the context is enriched so that the former optmds. Consider the following
naturally occurring concessive NCs. They all occur accarigabby the other sufficient causes
that mask the effect of removing a fact contained in the N€@aadent.

(102) a. Giuliani would have problems with conservativesrei it weren't for his position
on abortion because he is twice-divorced and was a suprtem control?

b. Even if it weren't for his shaved head and long scar, Schognwould be easy to
recognize; his tall frame and honest face stand out anyufiere

c. Her life would be impressive even if not for all this. A slagarent, she spends
three hours a day in the gym, before picking up her son Luidrof school,
writing essays or driving to Oxford Brookes to attend leesif

The natural proposal is that since NCs reject non-causatespic readings, concessives are
marked unless it is made clear in context that the antecddéntdoes causally antecede the

Zhtt p: / / pewf or um or g/ news/ di spl ay. php?News| D=14307
Bhtt p: / / www. yal edai | ynews. cont nagazi ne/ magazi ne- cover/ 2007/ 11/ 02/ r ent i ng- your - ni nd- t o- sci ence
Zhttp://wonmen. timesonline.co.uk/tol/life_and_styl e/ women/the way we |live/article7013980. ece
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consequent. Earlier data showed that when epistemic gz, a grammatical ontic reading
can be rescued if the causal structure is modified so thatriteeedent can be construed as
causally anteceding the consequent. Concessives are gamsgly when the context makes it
clear that such a relation holds, namely that the NC antetesl@nly one of many variables
that causally govern the consequent. Finally, it is impdrta note that the fact that there are
NC concessives resolves a descriptive puzzle that arose détailing the properties of NCs. It
was established that NC antecedents are non-defeasibtyereio-fact, but now it is clear that
the same is not true for NC consequents since they are detfeasthe presence of concessive
morphology. We can now say that all of the non-standard ptiggeof NCs are localized in
the antecedent, which is a positive result because onlyritez@dent contains non-standard
morphology.

A final piece of data that supports the proposal is that aigahyfierences are felicitous with
NCs, even though they are not causal in character (103).

(103) a. If not for six being even, it wouldn't be divisible byo.
b. If not for six being divisible by two, it wouldn't be even.

This is surprising at first, since many of the cases that haem lwonsidered show that NCs
are infelicitous when the antecedent and consequent aaosélly linked. Nevertheless, the
grammaticality of (103) provides strong evidence that Nfessensitive to the causal flow of
laws. The reason is that NCs only interrupt non-causal r@agavhen causal laws are broken
by assuming an NC antecedent. If there are no causal laws lbooken, then the inference
will go through unaffected in both directions, as with atialynferences®

When modelling analytic connections, it is not right to dagttthey amount to causal links
between variables. Instead, they are inviolable laws, &gy do not hold, each part must be
stipulated as a (strange) fact in the basis of a world. Thus,td the that being evert] is
defined as being divisible by twdX), we get the picture in (104).

(104) | D
w1y

w2
w3
W4

O@HH
OH@H m

The fact that the actual world has an empty basis shows thatuth value ofD is equivalent
to F, in this case true, by law; the value of one is not derived fthenother within the causal
structure of the model. Now consider what happens when atiatpia counterfactual likef
not for six being even, it wouldn’t be divisible by twithe speaker presupposes that 1), but
this fixes no basis facts because there is no causal conédiaeent’ and D. The function
Remowvey; will return the closest worlds ta; that do not contain the situationE. Only

25Sam Cumming (p.c.) points out that the class of non-causaldnces allowed with NCs should be widened
to include, not just analytic inferences, but @lvirtue-of relations. For instance, we can say bdthot for its
being carbon, it wouldn’t have this chemical structuas well as|f not for its chemical structure, this wouldn't be
carbon.
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worlds wy, andw, are in competition. Since the basis of the only worldin is , all worlds
are equivalent with respect to the amount their basis gevenéth the worlds in the speaker’s
epistemic state. Instead, similarity is decided by how madaterivable by law, that is, which
world has the smallest basis. This is wotld, and the inference goes through as shown in
(106).

(105) Similarity:wy <., wa

(106) If not for six being even, it wouldn't be divisible by o8¢~ = 1 iff
a. Removey (Cy,|E) E =D iff
b. v'wykE-D

The analysis correctly predicts the fact that NCs suppoalydéic inferences, but not other
epistemic inferences. This supports the path taken hereewthe non-standard behavior of
NCs is due to the way that the evaluation of the antecedesttaiciis with the causal structure
of the model. In those situations where laws come into play tiose laws are non-causal,
NCs again begin to behave like standard counterfactuals.

Finally, this analysis of NCs allows us to draw conclusiobsu the distribution of epis-
temic readings with standard counterfactuals. In padiguiot only does it explain why NCs
reject inferences that require an epistemic interpratati@xplains why epistemic readings are
dispreferred with standard counterfactuals. That is, Nejsct backtracking counterfactuals
because they require an epistemic inference, yet this ipoggible because NCs presuppose
that their antecedents are false. The reason why backigdkidispreferred with standard
counterfactuals is that while they do not presuppose tlat #ntecedents are false, they do
imply it. This means that standard counterfactuals shoeldibsed towards ontic readings
because overcoming this implicature is a prerequisite &mktvacking and other clearly epis-
temic readings. One prediction that seems to be borne ohaispistemic inference should
improve when the truth of the antecedent is in doubt. Foams#, Veltman (2005, p. 174)
presents the following example of a counterfactual withrdalicitous epistemic reading.

The duchess has been murdered, and you are supposed to fimaditherer. At
some point only the butler and the gardener are left as stssp&tcthis point you
believe

(107) If the butler did not kill her, the gardener did.

Still, somewhat later — after you found out convincing evide showing that the
butler did it, and that the gardener had nothing to do with iyed get in a state,
in which you will reject the sentence

(108) If the butler had not killed her, the gardener wouldéhav
We agree with Veltman that the epistemic reading is hard tdvgee, but he thinks that it can

be accessed if "reference is made to some previous episgtate; in this example the state
you were in when only two suspects were left. Thinking back& oan say that if it had not
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been the butler, it would have been the gardener Veltman5(200 174)." This is precisely
the intuition our analysis captures. We can also improvdrifeence presented above if we
never get into a state where the fact of the matter is sefte@éxample if you and your partner
continue to disagree. Only he gardener had keys to the henbavhere the murder weapon
was taken from, yet the butler’s prints were all over the ergoene. It could only be the butler
or gardener, but you are conviced that it was butler and stenigced that it was the gardener.
You might very well try to convice your partner as follows:

(109) The butler must have done it! If it hadn’t been the buitewould have to have been
the gardener, yet we didn't find his prints at the scene of timeec

She could retort.

(110) No, the gardener must have done it! If it hadn't beengdelener, it would have to
have been the butler, yet he didn't have access to the gahganss

The result is that we can now understand Veltman’s (200&)tioh here. When the fact of
the matter concerning the antecedent is up for grabs, fonpba if there is an argument about
the antecedent, or if we think back to a time when things wertesettled, even epistemic
inferences without a causal relation between antecedahitansequent become available.
This is predicted if epistemic readings require overconangmplicature that the antecedent
is counter to fact, that is, if the antecedent can be intégdragainst a context in which it is not
settled.

To summarize, this section developed the core analysis &t NGe eventive nominals in
NCs denote a set of situations (partial interpretation tions) that exemplify a proposition.
The prepositiorfor contributes a factive presupposition on its nominal commglet. Negation
is obligatory because, due to the factive presuppositiothergerund, the only way to move
to counterfactual worlds for the evaluation of the consegigto eliminate the facts denoted
by the nominal in the antecedent. This motivated an anabfsiegation as a model update
function, taking a set of situations, and returning the esbsvorlds that do not contain said
situations. When interpreted over a model enriched witlsabnelations, the analysis correctly
predicts the class of non-causal epistemic inferencestieainavailable with NCs. Crucially,
the account is rooted in the independent fact that NCs ppesgpthe counterfactuality of their
antecedents, while standard counterfactuals only implyithe next section, we compare our
analysis to the epistemic-ontic distinction to other apptes in light of the new data from
NCs.

3.4 Comparing Approaches

The previous section showed that NCs lack epistemic readimgause NCs presuppose a
fact that negation removes, allowing causal laws to be brok®ur proposal is that under

counterfactual revision, this fact fixes those facts tleat#iusally upstream, blocking epistemic
inferences. We argued that these missing readings ar@bleaivith standard counterfactuals
because while they imply that there is a fact concerning tibecadent, this is not entailed. The
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result is that standard counterfactuals have both epistand ontic readings, while NCs are
only paraphrasable with standard counterfactuals unéérahtic reading.

While we tie the epistemic-ontic distinction to the existerof a fact concerning the
antecedent in the speaker’s basis, this is the not the omdyoaph. Previous accounts at-
tribute the two readings to an inherent vagueness in theenbof a counterfactual’s ordering
source/premise set (most prominently Kratzer (1979, 1881989), though see Kaufmann
(2005) for an account of epistemic readings of indicativeditionals), or to different ways of
doing counterfactual belief revision (Schulz, 2007). listhection we consider how the data
from NCs bear on the these approaches to the epistemic-distinction. We show that our
account stakes out area in the middleground. In particwarattribute the epistemic-ontic
distinction to a distinction in the structure of the spe&kbasis, we which can think of as
encoding various ordering sources/premise sets. Thag)lsaiid, using the data from NCs our
account allows us to pinpoint the source of vagueness. leraoddo so, though, we argue like
Schulz (2007) that counterfactuals have an essential lceheacter and reckon similarity via
causally defined bases. We start by examining the Schula@&7{2approach in relation to ours
because the underlying the formalism is closer to that useel h

As discussed in the introduction, Schulz (2007) makes andigin between local and
global revision, where the former is revision with respedndividual worlds in a belief state,
and the latter is revision with respect to a belief state tn.tdn the former case, the result
of revision does not have to be maximally consist with alldfe| since similarity is reckoned
against the particular content of a world. Beliefs in therfaf laws that govern the distribution
of facts across worlds can be ignored. In the case of globilioa, similarity is reckoned over
the entire belief state, including the laws.

To give a simple intuitive example from Katsuno and Mendel¢®991), consider the case
where an agent believes thabr ¢, but not both. Such a state, which is labeled in gray in (111),
would containp-worlds andg-worlds, but not worlds that are bothworlds andg-worlds.

w1 w2 w3

(111)
b,q  7p.q || P.q

A local revision function that updates; with ¢ will map this world outside the belief state to
world w3 because it is the most similar world wherolds. Cruciallyws is not considered in
making the revision, which along witlh, encodes the agent’s belief thabr ¢, but not both.

Global belief revision prevents such derived inconsisencThe reason is that it relativizes
similarity to belief states, which forces it to consideraithe possibilities encoded on a state
when revising a world in that state with new information. @rgain consider a belief state
like that in (111). A global revision function would updatestentire belief state in (111) with
¢, and unlike its local counterpart, it will map it ont@,. The reason is thab, is more similar
than worldws with respect to the belief state bescause it is actuallyerbtiief state.

Schulz (2007) then argues that the antecedents of standantiecfactuals are ambiguous
with respect to which type of revision they instantiate. c8iriocal revision allows derived
inconsistencies with the laws, it generates ontic readiwwgse global revision generates epis-
temic readings. Specifically, Schulz (2007) argues thahitactuals are interpreted with
respect to the same causal models used here, but similaidigidulated with respect to only
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the objective basis a world. Consider again the backtrgckxample repeated from (86-88),
where in the actual world the car started and it did not rais.udual, the objective basis each
world is represented by a box.

(112) If the car hadn't started, it would have to have rained.

(113) R S
w|[0] 0]
w9 0
@w3 @ 1

we | [1] [1]

Interpreting the antecedent of the counterfactual amanidentifying the closest worlds to
w3 Where the antecedent is true. Under local revision, theestasuch world isv; because it
makes the antecedent true and changes the fewest basisTaatdeing said, such a revision
leads to a world that is inconsistent with respect to thealdaw/s, but as we have seen, derived
inconsistences are the hallmark of local belief revisiohe problem is that we only consider
w3 when making the revision required by the antecedent. Uniddagrevision, though, we
have to take into account that the speaker knows the laws elief kevision cannot generate
a state inconsistent with them. Now the closest world satigithe antecedent i, because,
although it alters basis facts, it a lawful world. That isd@es not lie outside the space of
worlds that could have been the actual world given the laws.

Note now thatws satisfies the counterfactual above, while does not. That is to say,
epistemic inferences under local revision will always dedayet are possible under global
revision. To account for NCs, which do not permit epistemfeliences, an analysis in line with
Schulz (2007) would have to say that NCs, unlike standarchtesfactuals, only instantiate
local revision. The problem with such an analysis is that #tipulative unless obligatory local
revision could be grounded in a independent property of NQ& clearest candidate is that
NC antecedents are non-defeasibly counterfactual, yet theothing inherent to local/global
revision preventing an antecedent from presupposing atliattmakes it false, while at the
same time performing global revision with respect to that.fahe fact that NCs are both non-
defeasibly counterfactual and block epistemic inferengesld be accidental. The analysis
presented here is better because it unifies these two prinarythat NCs differ from standard
counterfactuals. In doing so, though, we no longer maintardistinction between global and
local revision in accounting for the epistemic-ontic distion.

What we maintain from Schulz’s (2007) analysis is the ided tlausal laws play a crucial
role in the interpretation of counterfactuals and shouladmresented explicitly. For Schulz
(2007), the causal laws define those variables that are heraddange under local revision,
that is, those variables that lie upstream from the varitii@entecedent revises. We also make
use of the fact that epistemic inferences go against the fl@ausality. For us, non-defeasibly
counterfactual antecedents presuppose a fact that fixee thariables that lie causally up-
stream. This is what suppresses epistemic inferencespligatwory local revision.

The second primary account of the empistemic-ontic disdndor counterfactuals places
the ambiguity in the ordering source/premise set againgthwine antecedent is interpreted
(Kratzer, 1979, 1981a,b, 1989). The idea is that counterdhaonsequents are interpreted
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relative to antecedent worlds that are maximally similathwespect to "what is the case" in
the world of evaluation. For instance, (Kratzer, 1981bllofeing an equivalent proposal in
Kratzer (1979), argues that counterfactuals are integdreglative to an empty modal base and
a realisitic ordering source, that is, some set of propmsiti each of which the world under
consideration is a member of. Just like "what is the case'viagaie notion, the membership
of the ordering source is also vague. It's this vaguenegsatlmvs for the counterfactuals to
support a variety of inferences.

In particular, the availability of epistemic readings lik&cktracking is attributed to whether
the law connecting the two variables is added to the ordesmogce/premise set. Kratzer (1989)
makes this explicit in her treatment lnfmpingand counterfactual inference in a premise se-
mantics framework® Her idea is that non-accidental generalizations are trugtirer every
situation of a world or none, meaning they will heanpedby any proposition true in a world.
Thus, when we build our premise set, if we add any proposiiball, we have to add this
generalization. For instance, suppose we know thahd@ and have the non-accidental gen-
eralization that whenevaP happens() happens. When we build our premise set we have to
at—Q), but since this proposition will lump our generalizatiorg thave to add the lawP Vv Q.

At this point we cannot ad@® to our premise set becauge @, —P Vv @, P} is inconsistent.
Moreover, the set of premises we are left with, namely), =P v Q}, entails—P. The result

is that given a non-accidental generalization correspanth our causal laws, we can make
a backtracking inference from@ to —P. Without the non-accidental generalization, the in-
ference will not go through. What is left vague is whetherioas generalizations that could
be made are accidental or not. The anwser to this questi@mndiees whether a particular
counterfactual in a particular context will have an episteraading or not.

This type of analysis of epistemic readings suffers from ¢hme probem as Schulz’s
(2007) account. NCs show a clear connection between naasieély counterfactual an-
tecedents and a lack of epistemic readings, yet the defidgasibthe antecedent is completely
unrelated to whether or not a particular generalizatioaksm to be non-accidental. Given what
NCs show, an analysis that is based on vagueness in thethtreing lawlike generalization
misses an important generalization about the epistentic-distinction. That being said, there
is a clear connection between the analysis developed hdithase that attribute the epistemic-
ontic distinction to vagueness concerning the compositiaine ordering source/premise set.
We have proposed that standard counterfactuals are vagaemiether there is a settled fact
concerning the antecedent, while NCs are not, and that ¢hisuats for why NCs do not have
epistemic readings. In effect, the data from NCs allow use®exactly where the vagueness
lies and how it has an effect on the composition of the ordesiburce/premise set.

The analysis of counterfactual ambiguity that is closesipinit to the one developed here
is Kaufmann's (2005) account of the distinction between twie callspredictive and non-
predictivereadings of indicative conditionals, which is itself cllyseonnect to the account of
epistemic and metaphysical readings of necessity andijlitysinodals presented in (Condo-
ravdi, 2002).

(114) Kaufmann (2005, ex. 1)

25 umpingis defined as follows: For all propositiopsandg € P(S) and allw € W: p lumpsg in w if and
only if the following conditions hold: (i € p (ii) For all s € S, if s < p, thens < q.
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a. If he submits his paper to a journal, we won't include

it in our book. predictive,
b. If he submitted his paper to a journal, we won't include
it in our book. non-predictive
(115) Condoravdi (2002, ex. 41)
a. He may get the flu. epistemic/metaphysical
b. He may have the flu. epistemic only

For example, the predictive counterfactual in (114a) esg®s an inference about the how the
world will have to be given some background uncertainty altmuv it unfolds with respect
to the antecedent. That is, the speaker cannot say whetheatrer will be included because
the facts concerning the antecedent have not yet happemedontrast, the non-predictive
conditional in (114b) has only an epistemic reading. Thahis speaker cannot say whether the
paper will be included because the truth of the antecedemtkisown, even if there is a fact of
the matter. Similarly, the contrast between the interpigaf the future modal and the present
modal in (115a-115b) reduces to whether there is a fact afidiger concerning the propostion
the modal operates on. If there is not, as in (115a), then teahtan express metaphysical
possibility, that is, the possibility that the world unfslih a certain way, given that it could
evolve in many different ways. In contrast, (115b) only haspistemic interpretation where
it indicates the speaker’s uncertainty about propositiovargtheir belief state, even if the fact
of the matter is settled. The speaker could learn more an& ¢ommonclude that he must have
the flu, yet by the time (115b) is uttered, he has the flu or ndtrasthing can change that.

Kaufmann (2005) and Condoravdi (2002) account for the aldily of predictive and
metaphysical readings respectively within world-time misdThomason, 1984), where the
past is fixed and the future is indeterminantfuture-branching The core idea is that modals
and conditionals will be ambiguous as to whether they us@mtesnic or metaphysical modal
base, yet the latter will unavailable if the tense of the psijion the modal operates on re-
quires that it be settled history, that is, if there are nonopetaphysical alternatives. In these
approaches, the march of time fixes facts, which in turn iotstthe available readings for
modals and indicative conditionals. In the analysis of N&gtbped here, the temporal prop-
erties of the antecedent do not fix certain propositions tikedebut a factive presupposition
does. Just as in the accounts of Kaufmann (2005) and Cordid2802), the settled propo-
sition then restricts the available readings of the relacanstruction, here NCs. While the
contribution of tense in counterfactuals is hotly debatee think our account is on the right
track in that, unlike Kaufmann (2005) and Condoravdi (2002& temporal properties of the
antecedent do not play a role in determining the availghilftvarious readings. For instance,
in contrast to examples (114-115), there are no clear teiffeeethice between epistemic and
ontic readings of standard counterfactuals. Moreovergtlgenot even overt tense morphology
in the NC antecedents we have cosidered most closely here.

To summarize, we considered couple of different apporathéise epistemic-ontic dis-
tinction for counterfactuals. We argued that the analysigetbped by Schulz (2007), which
specifies two different types of counterfactual update sda® capture the generalization that
non-defeasible counterfactuality is correlated with & latepistemic readings in NCs. We
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saw that certain approaches to the epistemic-ontic digiimcfor example, théumping ap-
proach developed by Kratzer (1989), suffers from the saroblgm. Here, the strength of
the generalization supporting the epistemic inferencerdehes whether it must be added to
the modal base/ordering sorces, which is a problem becaGseshow that it is the fact con-
cerning the antecedent that matters. That being said, ti@efidan NCs is not an argument
against all accounts in terms of different modal basis. Iiga#ar, we saw that Kaufmann
(2005) and Condoravdi (2002) draw a distinction betweestepiic and metaphysical modal
bases that pull apart in temporal models when the speaker mutehave information about
a proposition that is settled at the time of utterance. Téhigery similar to our idea that we
need to make a distinction between the objective basis ofridvan the speaker’s basis of a
world, which can pull apart when the counterfactual antenedmplied to be false, but not
presupposed. While Kaufmann (2005) and Condoravdi (20@2hat immediately interested
in capturing the epistemic-ontic distinction in countettal conditionals, their analyses are
the closest analogues to the account of NCs we develop, andiprsupporting evidence that
settledness of a proposition can restrict the availablgimga for modalized expressions.

4 CONCLUSIONS

In this work we have shown that there exists a species of edactual in English, namely the
NC, which systematically differs from standard countedats in resisting non-causal epis-
temic inferences. This led us to propose a new account of gigeanic-ontic distinction,
though rooted in the work of Schulz (2007) on casual appresth counterfactuals, that could
account for why NCs only have one reading. Specifically, vgried that epistemic readings
arise because standard counterfactuals only implicate¢htbia antecedents are false, while NC
antecedents presuppose a fact that negation removes byatlinialtering the world. First,
since NC antecedents carry a factive presupposition, waceount for the fact that their an-
tecedents are non-defeasibly counterfactual. Secondaptare the fact that NCs have only a
subset of the readings available with standard counteidicby showing how the antecedent’s
presupposition fixes the facts upstream in a causal modeU{&2007). When there is an an-
tecedent that is counter-to-fact, and an inference thad deguire changing facts against the
flow of causality, NCs and standard counterfactuals will heéually paraphrasable, which is
exactly what the data show.

Finally, while this paper only considers English NCs, aseddh the text, there are simi-
lar constructions in other languages. That is, non-caabgunterfactual constructions with
obligatory negation and non-defeasibly counterfactutd@dents, like Mandarin (Ippolito and
Su, to appear), Tagalog (Nevins, 2002), Spanish, and KkejctWhat is not known is whether
they behave as NCs with respect to the available inferetioesgh we would predict that they
do. While studying NCs across languages is clearly impoifanunderstanding the variety
of counterfactual updates, it would also be interestingemithe analysis can be extended to
other non-canonical counterfactual constructions. A preaxample is the counterfactual read-
ing of withoutadjuncts. First, note that counterfactuaihout, like NCs, does not license NPIs,
suggesting that it, too, might instantiate fact removabtigh constituent negation (117a).
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(116) | was able to buy the car without borrowing a red cent.
(117) a. *I'wouldn't have been able buy the car without boiirapea red cent.
b. 1wouldn’t have been able to buy the car without borrowingney.

Once again, just like NCs, epistemic inferences like backing with counterfactuakithout
are odd (118).

(118) Suppose that the car works perfectly except for aftairg which always causes the
wiring to short out. Suppose it didn’t rain and the car sthee usual.

a. Without the clear skies, the car wouldn't have started.
b. #Without the car starting, it would have to have rained.

At first pass it seems like counterfactugithout behaves exactly as predicted if it were an-
other operator that locally remove a fact, and thereforeraiole to an analysis like the one
developed here for NCs.

The data fromwithout only underline a point made throughout this work, namelyt tha
natural language counterfactuals are not monolithic. d&teath counterfactuals have various
readings, and there are morphologically distinct couattuals that support only restricted
classes of readings. The fact that non-standard counteafachave morphologically distinct
antecedents provides strong evidence that morphologyarastrain the evaluation potential of
the antecedent, which in turns affects the class of availgiférences. In particular, this work
has argued that the epistemic-ontic distinction shouldde®unted for as a split in whether
there is a fact of the matter concerning the antecedent pitogo@ To support this conclusion,
it was shown that NCs suppress non-analytic epistemiceanfays because their morphology
restricts the interpretation of their antecedents so they presuppose a fact that must be
removed via negation. In this way, the analysis not only jges an account of NCs, but
also presents the first piece in a larger typology of couatéwal constructions and the update
potential of their antecedents.
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